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Abstract

The e®ect of economic variables on the probability of being absent is studied
using panel data for a sample of 1,056 blue collar workers covering day-to-day
data for the time period of one year (1991), in all 365,565 observations. Also,
the e®ect of a reform in the sickness insurance on worker absenteeism is studied
in some detail. Duration, state dependence and individual heterogeneity are
considered. The Slutsky Condition can not be rejected for any individual in the
sample and the results show strong economic incentives on worker absenteeism,
although the study also shows that the sharp decrease in work absence observed
after the reform can not be solely attributed to higher costs of work absence.
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1. Introduction

Most industrialized economies have some form of compulsory sickness insurance.1 Ob-
viously, the aim of such insurance is to replace the foregone earnings if the insured
worker has the bad luck of having bad health and is therefore prevented from doing
his regular work. However, it is always di±cult, or involvs high costs, to monitor if an
insured individual really can work or not, especially for short term sickness spells. The
Swedish sickness insurance, which is investigated in the empirical part of this paper,
leaves the decision on whether the insured individual is entitled to receive compensa-
tion from the sickness insurance for the ¯rst seven days in a spell to the individual
herself. The insured individual is entitled to compensation from the insurance if her
perception of her health is such that \ it does not permit her to do her regular work\.
To prevent abuse of the insurance, most sickness insurance schemes have some form
of excess.2 In the Swedish sickness insurance this excess has the form that it does
not replace the full loss in earnings when the insured individual is absent from work.
This means that the sickness insurance implicitly works as a incentive contract to
encourage the worker not to be absent from work.
There have been few attempts to empirically examine how economic incentives

implied by the compensation scheme in the sickness insurance a®ect work absence.3
There are two institutional conditions in the Swedish sickness insurance that make
it particularly useful to examine these issues. These conditions constitute the back-
ground to this study. Firstly, the fact that the sickness insurance in Sweden is com-
pulsory means that we are able to get reliable register information on individual daily
utilization of the sickness insurance (work absence). These registers can be matched
with a large sample survey (The Swedish Level of Living Survey).4 Secondly, the
share of the insured individuals earnings not covered by the insurance (the excess in
the insurance) has been changed recently. This gives us better opportunities to study
how di®erent designs of the excess in the insurance motivates workers, i.e. to what
extent economic incentives a®ect work absence.
To derive the theoretical model for the day-to-day choice of being absent from

work, we apply basically the same technique as has been used in numerous labor
supply studies. As the choice of work absence is binary for each day, we use a \random
utility maximization\ framework. In the empirical part, we use data on work absence
for each day for a sample of 1,612 Swedish blue collar workers (816 men and 796

1See Kangas (1991) for an overview.
2See Lantto (1991) for a theoretical analysis of optimal deterrence to malingering strategies.
3A review of most of these studies can be found in Johansson & Palme (1996). Most recently

Barmby et al (1995) use data from three plants from the same ¯rm in the U.K. to estimate the e®ect
of di®erent sickness insurance schemes using a random e®ects probit model.

4The data-set, in addition to the day-to-day information on work absence, also contains extensive
individual information on, e.g., income, cost of being absent from work (which is determined by
individual income from labor combined with the rules for the sickness insurance), health status, and
work environment.
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women) during the year 1991. This means that we potentially have 365 records for
each individual. Since the interest is in the economic incentives for work absence we
only analyze days absent in spells of less than eight days, i.e. for those spells where
the choice of being absent is made entirely by the individuals themselves.
The advantage of this study compared to a previous study (Johansson & Palme,

1996) where we used the same theoretical model, is that the rich data set used here
enables us to deal with several important issues in the estimation of the model. The
panel structure of the data set makes it possible for us to deal with unobserved het-
erogeneity and to consider the dynamic structure of the model. State and duration
dependence is likely to occur in dynamic binary choice data because people tend to
persist in their behavior and unobservable variables tend to change slowly (Heckman,
1981a). This is in particular true for work absence behavior. A large part of work
absence is caused by di®erent kinds of temporary illnesses, which we, of course, can
not observe in the data set. As the health status of an individual on a particular day
is not independent of his/her health status the day before, the probability of being
absent on a particular day is likely not to be independent of whether or not the in-
dividual was absent the day before. The estimation of the parameters in a dynamic
probit model (cf. Heckman, 1981a), both with and without ¯xed e®ects, are carried
out with maximum likelihood (ML). Since we are using a ¯xed e®ect approach, vari-
ables that do not change over the period studied can not be included in the analysis
(e.g. working condition, health status etc.). Also individuals that do not leave the
states of absence or non-absence can not be included in the estimation.
The time-period of the panel contains a major reform of the Swedish sickness

insurance. In March 1, 1991 the compensation levels in the sickness insurance were
changed from being 90 per cent of foregone earnings from the ¯rst day to 65 per cent
for the ¯rst three days, 80 per cent from day 4 to 90, and 90 per cent for day 91
and thereafter. The main advantage of having this reform within the sample period
is that it creates substantial variation in the cost of being absent from work. It also
enables us to test for non-linear e®ects of the cost and virtual income variables in the
demand for work absence function. Furthermore, the reform enables us to analyze
the dynamic structure in more detail. There are two e®ects of this reform. First, the
cost of each spell is increased. Second, as the compensation level varies depending on
the length of the spell, the cost of being absent one day depends on the length of the
spell it is in. The reform, thus, has a direct e®ect through the change in the cost of
being absent. It may also have an e®ect beyond that, as the pattern of the spells may
change. This may be detected through the dynamic structure of the model.
It is well known that the design of the compensation schemes within the ¯rm may

have an impact on work absence (e.g. Barmby et al., 1995). Lazear (1996) found that
work absence decreased in an autoglass company when they switched the payment
scheme from hourly wages to piece rates. It is also plausible that if a ¯rm applies
a relatively steep wage ladder over the workers career, i.e. provides large economic
incentives for the workers to stay in the ¯rm, absence may be lower. These issues can,
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unfortunately, not be considered in this study, as we can not get su±cient information
on the compensation scheme applied for the individuals in our data-set. This is of
course a limitation. As ¯xed e®ects are used to control for unobserved heterogeneity, it
is, however, not likely that neglecting these issues will bias our results on the analysis of
the immediate e®ects of the cost and virtual income on work absence. In recent decades
(at least on the Swedish labor market for this category of employees) input based
compensation, i.e. compensation for some time unit, has became more common. To
some extent, this change can be attributed to the fact that it has become increasingly
di±cult for the employers to observe the output of each employee as the production
technology has moved from Taylorism to be more process oriented. An important
objective for an input based incentive scheme is to encourage the worker to actually
be present at the workplace. This objective of the ¯rm is likely to be highly dependent
on the compensation scheme in the sickness insurance, at least for the compensation
in the short run. By studying how work absence is a®ected by the sickness insurance,
more general insights on how economic incentives and di®erent compensation schemes
a®ect work absence can be gained.
The study con¯rms that economic incentives a®ect work absence and that the

compensation level in the sickness insurance a®ect the insured individuals behavior.
The testable implications from the theoretical model, The Slutsky Conditions, can
not be rejected for any individual in the sample and the linear functional form seems
to be a good approximation of the demand relationship for work absence. However,
the results also shows that the whole decrease in the absence rate following the reform
in the sickness insurance can not totally be attributed to changes in the economic
variables. Furthermore, for the male sub sample, the changes in the relative cost of
absence spells of di®erent length, did not account for all changes in the distribution of
spells following the reform in the sickness insurance. This seems, however, to be the
case for the female sub sample.
The paper is organized into six main sections. Section 2 sets up the theoretical

framework. Section 3 gives a description of the institutional settings and data. The
econometric models are presented in Section 4. Model evaluation and the results are
presented in Section 5. Conclusions with a discussion of further research are given in
Section 6.

2. Theoretical Framework

To model the every day choice of whether to be absent from work or not, we have to
depart from the assumption that the individual actually prefers to be absent from work
if it is entirely without costs. There are, however, several di®erent costs associated
with being absent from work. An obvious direct cost, which we consider in our model,
is that the sickness insurance does not compensate for all the wage loss. One can also
think of other costs. If an employee is absent frequently he may loose his job more
easily, not get promoted as easily or increase his wage as fast as an employee being
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less frequently absent. As this model is static, this type of cost can not be considered.
We start with a utility function,

u = U (x;L; s) ; (1)

where x is a composite good, with the price normalized to one, L is leisure and s is
a vector of socioeconomic variables. L can be broken down in to contracted leisure
time, tl; and time absent, ta. Demand for time absent is obtained when maximizing
the utility function (1) subject to the budget constraint

x+ (1¡ ±)wta = wh¤ +R (2)

where h¤ is the contracted number of working hours, R is income from sources other
than labor, w is net wage and ± is the share of the income the worker receives when
absent. h¤ can be divided into the desired number of working hours and time absent,
hence . This gives the identity T ´ h+ ta + tl; where T and tl are total available and
contracted leisure time, respectively. It is important to emphasize that the contracted
leisure time is exogenous in this model. Every day the individuals are assumed to
choose between attending work or not, conditional to their perception of their health,
the contracted number of work hours and the costs of the alternatives. We thus,
assume that the contract specifying the hours of work is made between the worker and
the employer in advance. Using the utility function originally proposed by Hausman
(1980), the demand function for time absent is

ta = h¤ ¡ ®w(1¡ ±) ¡ Ã (R+ h¤w±)¡ s = h¤ + ®c+ Ã y ¡ s: (3)

This is a linear function of the cost for the individual of being absent from work (net
earnings not covered by the sickness insurance, i.e. the relative cost between absence
and consumption), c, and virtual income when the individual is absent, y.
If the demand for absence equation (3) is to be consistent with a well behaved

utility function, The Slutsky Condition must be satis¯ed. For this functional form it
is su±cient that ® < 0 and Ã ¸ 0 for every ta ¸ 0.
If ± is zero, the individuals would have no economic incentive whatsoever to attend

their work in this model. On the other hand, it is well known that the chances of being
promoted will decrease and the risk for the worker to lose his job will increase if he
is frequently absent from work. Conversely, if the cost of being absent is increased
very much, it is natural to think that some very ill persons would still not be able
(or permitted?) to attend their workplace.5 Almost the same reasoning holds for the
virtual income. If a person has a very large non-labor income, the model will give
him very small incentives to attend work. On the other hand, the social element of
keeping a job probably provide incentives for limited work absence.

5Most people would, however, go to work if they had to pay say $1 million for being absent one
day!
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This discussion indicates that there can be non-linearities, at least for extreme
observations on costs and income for the demand relation of work absence. The
linear functional form should, thus, be seen as an approximation for a relatively short
segment of this relationship. However, our data contains a major reform of the Swedish
sickness insurance which created a large shift in the cost of being absent from work.
To allow for possible non-linearities the cost, cm = Dmc; and virtual income ym = Dmy
in the period after the reform as well as the dummy variable, Dm; taking value one in
the period after the reform are included in equation (3). This gives us

ta = h¤ + ®c+ Ã y + ®mcm + Ãm ym + ¯mDm ¡ s; (4)

where ®m, Ãm and ¯m are the parameters that corresponds to cm; ym and Dm.

3. Institutional Settings and Data

The data is obtained from the 1991 Swedish Level of Living Survey (SLLS, see Fritzell
& Lundberg, 1994). The SLLS is a sample survey and contains detailed information
on economic conditions and behavior for a random sample of about 6,000 individuals.
Some limitations are made for the present study. First, the sample is restricted to
individuals aged 20 to 64 years. Second, individuals not in the labor force are excluded
from the sample. We also exclude self-employed, students, military personnel and
white collar workers, i.e. the study is restricted to blue collar workers. The reason
for excluding these other groups is to limit heterogeneity arising from di®erences in
sickness insurance systems that can not be obtained from the available data. After
these exclusions are made, the sample consists of 1,612 individuals. (Tables containing
descriptive statistics for variables in the sample as well as for variables used in the
estimation are given in the Appendix)
Data for the dependent variable is obtained from the National Social Insurance

Board by matching with the SLLS sample. The de¯nition for the dependent variable
to indicate work absence, is that the individual is compensated from the compulsory
sickness insurance that day and that the day is in a sequence of less than eight days.
For days in a sequence of more than seven days, the individual has a certi¯cate from a
physician. As the data was collected from registers of actual payments to the insured
individual, the quality is likely to be good. However, if we de¯ne work absence as
time when the employee is absent from work which is not agreed in advance with the
employer and statutory leisure time (such as statutory holiday), a small fraction of
work absence is likely not to be included in the sickness insurance data.6
The insured individual is entitled to compensation also at weekends and holidays.

We will add dummy variables for weekends and work-free days (WE), as well as
the month of the holiday (HOLLY) for industrial workers (July), to ¯nd out if the
utilization of the sickness insurance di®er for these days compared to regular work

6According to one survey the amount was 2.9 per cent in 1986 (SAF, 1986).
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days. Also, there are four days in the sample that are in between two work-free days
which also are speci¯ed with a dummy variable (BW).
Data to construct the cost and income variables, i.e. the di®erent components of

the individual's income, are obtained from tax registers that are matched with the
SLLS. As was discussed in Section 3, the cost and virtual income variables are in°u-
enced by the compensation level and by the income tax. Individual income from the
social security system is taxed at the same rate as income from labor. The Swedish
income tax system consists of two parts; a proportional tax imposed by the local au-
thorities and a progressive tax imposed by central government. The local government
tax is proportional and is imposed on income from labor. The local tax rate varies
somewhat between Sweden's 286 communes and has a mean of 30.3 per cent. The
state tax is imposed on income from capital, at a rate of 30 per cent, and on taxable
income7 from labor above 170,000 SEK at a rate of 20 per cent.
To calculate the hourly net income from labor there is a possible endogenity prob-

lem. As labor income is not fully compensated by the sickness insurance, the marginal
tax rate may depend on how many days the individual is absent from work, i.e. it
may not be independent of the individual decision whether or not to attend work.
However, as the Swedish tax system only has two brackets and only 20 per cent of the
individuals in our sample have a potential taxable income from labor above the \kink
point\ at 170,000 SEK, we have chosen to neglect the problem of possible endogene-
ity and have used the marginal tax rate each individual actually pays for the years
studied.
The cost variable, c, is for labor incomes below the social security8 ceiling calculated

as c = w(1 ¡ ±), where w is hourly net income from labor and (1 ¡ ±) is the share
of foregone earnings not covered by the sickness insurance. Before March 1 1991 this
share was 0.1. After March 1, ± was decreased to 0.65 for the ¯rst 3 days absent and
to 0.8 for the following 87 days in a spell. For the days after day 90, ± remained
at 0.9. As described in the introduction, the reform is likely to a®ect absenteeism
in two di®erent ways. First, the cost of being absent from work will increase and,
if the behavior of the workers is sensitive to increases in cost, average absenteeism
will decrease. For the entire Swedish population the average number of days on the
sickness insurance decreased from 24 days 1990 to 22.5 days 1991.9 In our sample,
the average number of normalized days absent in the period is 34.06 for the period
before the reform (January 1 to February 28) and 30.16 after the reform (March 1 to
December 31). Since the latter period contains the summer holiday this comparison
can be somewhat misleading. For the period October 1 to November 30, a period
not containing the summer holiday, the corresponding ¯gure is 31.11, i.e. an decrease

7Taxable income from work, is de¯ned as income from work minus a deduction that depends on
the income. The deduction is in the range 10,304 - 18,384 SEK.

8The social insurance ceiling corresponded to an annual income of 241,500 SEK. All blue collar
workers in our sample have income belows this ceiling.

9National Social Insurance Board, Facts on the Swedish Social Insurance 1992.
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Figure 1: Relative frequencies of work absence spells of di®erent length in the sample.
Calculated as the number of spells with the length 1 to 14 days as well as 15 days and
more divided by the total number of days in the period for the period January 1 to
Febraury 28.

Figure 2: Relative frequencies of work absence spells of di®erent length in the sample.
Calculated as the number of spells with the length 1 to 14 days as well as 15 days
and more divided by the total number of days in the period for the period March 1 to
December 31.
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Figure 3: Relative frequencies of work absence spells of di®erent length in the sample.
Calculated as the number of spells with the length 1 to 14 days as well as 15 days and
more divided by the total number of days in the period for the period October 1 to
November 30.

compared to the pre-reform period. Second, the cost of shorter spells increased more
compared to longer spells. Figure 1 to 3 shows the number of work absence spells with
di®erent length. As the number of days di®er between the di®erent periods, we have
divided the number of spells with di®erent length with the number of days in each
period (e.g. 59 for the period January 1 to February 28) in order to make the periods
more comparable. It can be seen, both when comparing 1 with 2 and 3 respectively,
that the largest decrease after the reform is within short spells, i.e. in the kind of
spells with the largest increase in costs.
The hourly wage rate is obtained by dividing the potential annual labor income by

the number of hours of work stated in the surveys. To calculate the potential annual
income from labor, we have added the share of income from labor not covered by the
sickness insurance, ± for each day recorded as the individual having been compensated
by the sickness insurance.
The non-labor income, y, consists of two parts. The ¯rst one, R consists of the

sum of daily income from capital when not working, child and housing allowances.
The second part is net daily income from sickness insurance.

4. Econometric Modeling

Under the assumption that the socio-economic variables, s, is a linear function of
explanatory variables and unknown parameters the variables on the right hand side
of (4) can be written as zit¯ . Here zit is a vector of the explanatory variables,
¯ = (®; Ã; ®m; Ãm; ° 0)

0 is the corresponding parameter vector, ° is the parameter

8



vector that corresponds to the socio-economic variables, i = 1; :::; N and t = 1; :::; Ti
indexes individuals and time periods, respectively.
As been discussed above is it likely that the absence records are the result of

a dynamic process. Structural10 and duration dependence can be motivated from,
e.g., the stimulus-response model developed by psychologists (Heckman, 1981a) and
from the dynamics of action theory (cf., Fichman, 1989). We argued above that the
change in the compensation level on March 1 may induce di®erent dynamic behavior
for the individuals before and after the reform. To model and test this statement the
structural and duration dependence is incorporated as

tait = h¤i + zit¯ + ¸di(t¡1) + ¸mDmitdi(t¡1) + ÁDurit +
ÁDmitDurit + ·Dur2it + ·mDmitDur

2
it + "it; (5)

where dit is an indicator variable taking value one if individual i is absent day t, ²it
is an error term, Durit =

Pt¡1
s=1

Ys

k=1
di;t¡k and ¸ , ¸m , Á , Ám , · and ·m are the

parameters of the process.
The error term is intended to re°ect errors unknown to the econometrician. Let

²it = µi + !it , where µi is an individual speci¯c term11 and !it are identically and
independently distributed (iid) random variables with E(!it) = 0 and E(!2ih) = 1.
Assume that an individual will be absent if demand for absence is larger than some
threshold value ki. Thus if tait ¸ ki individual i will be absent day t, thus

Pr(tait ¸ kijµi;Dit) = Pr(dit = 1jµi;Dit); (6)

where Dit is the information set at time period t.
Under the assumption that !it is normal we get

Pr(dit = 1jµi;Dit) = ©(¹it); (7)

where ©(:) is the standard normal distribution function and ¹it = zit¯ + ¸di(t¡1) +
¸mDmitdi(t¡1) + ÁDurit + ÁDmitDurit + ·Dur2it + ·mDmitDur2it + h¤i + µi ¡ ki. Under
the assumption that ®i = h¤i + µi ¡ ki = ® for all individuals the ordinary probit ML
estimator can be employed. The log-likelihood function to be maximized is

10With structural dependence means that the disposition to be absent today depends in some way
on yesterdays decision. Habit persistence states that the disposition to be absent today depends on
yesterdays disposition to be absent. These two forms can, however, not be separated empirically
(Heckman 1981a).

11The ¯xed e®ect approach is used for two reasons. First; it is quite likely, from the discussion
in section 2, that unobservable attributes to being absent are correlated with the cost, c. Second;
a random e®ect model gives consistent estimates only if the initial state of the process is observed
(Heckman 1981b) see however Barmby et al. (1995). See also Guilky & Murphy (1993) for the
numerical problems with large T in a non-dynamic random e®ect models. The incidental parameter
problem is considered as a smaller problem since we have quite large T (see Heckman 1981b).
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` =
NX

i=1

TX

t=2
dit©(¹it) + (1¡ dit)(1¡ ©(¹it)): (8)

The robust covariance estimator

Cov( b!) = H¡1JH¡1 (9)

is evaluated at the ML estimates b! = ( b̄
0
; b̧; b̧m; bÁm; b·; b·m)0 (cf. Davidson & MacK-

innon, 1993, Ch. 8 ) where

H =
NX

i=1

TiX

t=2

@2`it
@!@!0

and J =
NX

i=1

TiX

t=2

"
@`it
@!

#0 "@`it
@!

#

:

For the ¯xed e®ect probit estimator equation (8) is maximized for ! = (¯0; ¸; ¸m; Ám;
·; ·m;®0)0 where ® = (®1; :::; ®N )0 and (9) is evaluated at the corresponding estimates
b!:

5. Model Evaluation and Results

The results for the ordinary probit ML estimator and for the ¯xed e®ects estimator,
for the male and female sub-sample respectively, are presented in Table 1. The t-
values are calculated from the consistent matrix in (9). As mentioned in Section 4, in
order to identify a ¯xed e®ect for each individual, the individuals in the sample have
to leave their initial state. 578 in the male sub-sample met that requirement: 223 of
the 816 individuals in the sample were not absent at all and 15 were absent all days
during the time-period studied. In the female sub-sample the corresponding ¯gures are
that 195 (of 796 in the sample) were not absent at all, while 13 were absent all days.
Furthermore, in order to restrict the analysis to short term absence spells we have
removed absence spells longer than 7 days for which a certi¯cate from a physician is
needed to get compensation from the sickness insurance. By making this restrictions,
we are able to concentrate on the absence that are left entirely to the individual's
decision. Using this criteria 48 males and 62 females are removed from the sample.
The resulting sample consists of an unbalanced panel with 530 men and 526 women.
For the male sub-sample the total number of records, i.e. day-to-day observations is
183,213 (on average 345.7 days per individual), and for the female sub-sample it is
183,352 (348.6 days on average).
Descriptive statistics of the variables for both the original data-set (OSAMP) and

for those actually used in the estimation (ESAMP) are given in the Appendix. The
mean number of days absent is, of course, much larger in the OSAMP than for the
ESAMP. No large di®erences are found for the explanatory variables, however. De-
scriptive statistics of some socio-economic variables not used in the estimation are
also given in the tables. For these variables there are some small di®erences between
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the OSAMP and the ESAMP. The mean age for both males and females are lower in
the ESAMP. This is expected since it is known that longer absence spells are more
common for older people. The mean number of children are larger in the ESAMP
compared to the OSAMP for the male sub-sample. The opposite is true for the female
sub-sample. For both the females and males there are fewer individuals living singly
in the OSAMP as compared to the ESAMP. At least to some extent this may follow
from the fact that lower age and living singly is positively related in general.
The last row in Table 1 reports the log-likelihood value for each model. It can be

seen that the log-likelihood increases substantially with the ¯xed e®ect model both
for the male and female samples, i.e. the ordinary probit model can, as expected,
be forcefully rejected. The within sample prediction ability of the two models are
reported in Table 2. The prediction ability is compared with the naive model with
only ¯xed e®ects. As all individuals with more than ¯fty per cent work absence rate are
removed from the sample the model with only ¯xed e®ects predicts no work absence
for all individuals every day. Since the overall absence rate in the sample is only 2.6
per cent for men and 2.5 per cent for women this model predicts 97.4 and 97.5 per
cent correct for the male and female samples respectively. It can be seen that the
number of correct predictions increases for both the models and both samples. The
best predictions are obtained with the dynamic ¯xed e®ects probit model. With this
model the number of correct predictions are increased with 1.35 and 1.29 percentage
points for the males and females, respectively.
It is well known (e.g. Heckman, 1981b) that if we have a true non-dynamic model

with individual e®ects and we estimate a model with omitted individual e®ects but
with lagged dependent variables the estimated parameters for lagged dependent vari-
ables are likely to be signi¯cant, i.e. spurious state dependence. Hence the models
may be evaluated by studying the dynamic structure. The dynamic structures of the
two models have six di®erent components: the lagged dependent variable, duration
dependence and the three variables interacting with Dm. As expected, the parame-
ter estimates of the lagged dependent variable di®er substantially between the two
models, both for the males and the females.
The cost and income variables are estimated to be signi¯cantly below and above

zero, respectively for both samples. The parameter estimates of the dummy variable
for the time period after March 1 are signi¯cantly negative for both samples. The
interaction with the cost and income variables are insigni¯cantly di®erent from zero
for both samples. Thus, The Slutsky Condition can not be rejected for any man
or women in any of the two time periods of the sample. These estimates indicate
that economic incentives have a fairly strong and signi¯cant impact on work absence.
We can also note that the linear functional form serves as a good approximation of
the demand relation for being absent from work over this cost and income interval.
However, as the dummy variable for the reform is signi¯cantly negative, it also shows
that the shift in the cost of being absent from work which the reform implied, does
not account for the entire decrease in work absence after the reform.
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Table 1: Parameter estimates and asymptotic t-values (standard errors are calculated
from (9)) for the probit ML estimators.

Men Women
Ordinary probit Fixed e®ects probit Ordinary probit Fixed e®ects probit

b! t b! t b! t b! t
ONE -1.887 -28.57 -1.961 -26.25
c -0.046 -6.29 -38.252 -5827.71 -0.032 -4.76 -10.316 -1570.96
y 0.002 5.71 2.349 5641.34 0.013 3.61 6.679 1458.39

HOLLY -0.290 -7.21 -0.339 -6.69 -0.205 -5.45 -0.256 -5.39
WE -0.535 -22.61 -0.554 -19.76 -0.594 -23.56 -0.607 -21.11
BW -0.343 -3.36 -0.398 -3.43 -0.189 -2.05 -0.231 -2.25
Dm -0.208 -2.78 -0.187 -8.28 -0.291 -3.36 -0.272 -9.85
cm 0.001 0.132 -0.004 -0.46 -0.0002 -0.02 -0.007 -0.81
ym -0.000 -0.03 0.0002 0.39 0.004 0.85 0.007 1.25
DUR -0.035 -0.37 13.753 48.68 0.079 0.84 4.370 8.62
DUR2 -0.026 -2.03 -4.680 -97.91 -0.036 -2.83 -1.617 -13.02

Dm ¤DUR 0.289 2.666 -7.759 -26.93 0.135 1.25 0.338 0.65
Dm ¤DUR2 -0.034 -2.351 2.652 52.71 -0.019 -1.29 -0.002 -0.02

dt¡1 3.048 21.891 -6.131 -19.21 2.916 21.37 0.236 0.53
Dm ¤ dt¡1 -0.283 -1.777 5.085 15.92 -0.060 -0.38 -0.311 -0.67

` -10611.02 -9147.13 -10425.47 -8974.06
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Table 2: The predicted ( d̂ ) and observed absence (d) for the ¯xed e®ects and ordi-
nary probit model for the males and female samples (Percentage ¯gures are given in
parenthesis).

Men Women

dnd̂ 1 0 Total 1 0 Total
Fix e®ects probit

1 3,137 669 3,806 2,983 626 3,609
(1.72) (0.37) (2.09) (1.63) (0.34) (1.97)

0 1,618 177,276 178,894 1,576 178,167 179,743
(0.88) (97.03) (97.91) (0.86) (97.17) (98.03)

Ordinary probit
1 3,076 1,131 4,207 2,912 1,069 3,981

(1.68) (0.62) (2.30) (1.59) (0.58) (2.17)
0 1,679 176,814 178,493 1,647 177,724 179,371

(0.92) (96.78) (97.70) (0.90) (96.93) (97.83)
Total 4,755 177,945 182,700 4,559 178,793 183,352

(2.60) (97.40) (100) (2.49) (97.51) (100)

The results for the interaction between the reform dummy and the dynamic vari-
ables di®er between the two sub-samples. For the male sub-sample, both the interac-
tion component with the lagged dependent variable and the two components of the
duration dependence are signi¯cantly di®erent from zero. For the female sub-sample,
there are no signi¯cant change in the dynamic structure after the reform whatsoever.
If the dynamic structure of the model remains the same after the reform, as is the
case for the female sub-sample, the result can be interpreted as an inability to reject
the hypothesis that the change in the spell structure, noted in Figures 1 to 3, can be
attributed to changes in relative costs of di®erent spells after the reform. However, for
the male sub-sample, the dynamic structure of the model did change after the reform.
The spell structure change more than can be explained by changes in relative costs.
In order to facilitate the interpretation of the change in the dynamic structure of the
male sub-sample, we have calculated the dynamic dependence for the two periods for
the latent variable, ta, for di®erent consecutive lag lengths. These results are shown
in Table 3. It can be seen that the positive dependence for the ¯rst two days is larger
under the pre-reform regime and is almost zero for day three for both regimes. For
day four to day seven there is negative dependence that, in absolute value, is larger
before the reform. Thus, some of the change in the spell structure seen in Figures
1 to 3, could not be explained by increases in relative costs of short spells, but are
captured in changes in the dynamic structure.
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Apart from the coe±cients of various parts of the dynamic structure, the signs of
the coe±cient estimates are the same for the male and female sub-samples. Under the
assumption of equal variance, i.e., ¾2! , within the two populations the most striking
di®erence between the estimates of the sub-samples is that the coe±cient of the cost
variable in the male sub-sample is larger in absolute value. Hence, men are more
sensitive to costs of being absent in their work absence behavior. This is also found in
Johansson & Palme (1996) and Johansson & BrÄannÄas (1996).12 At ¯rst sight this result
seems somewhat surprising, given that the standard result in labor supply studies is
that women have higher wage elasticity than men (cf. Killingsworth & Heckman,
1986). An explanation to the higher wage elasticity is that home-production is a
closer substitute to market work for women. It is hard to see that this explanation
can apply also for work absence. One plausible explanation is given in VandenHeuvel
& Wooden (1995). They show that women are more sensitive to factors outside the
work environment in their absence behavior than men, e.g. commuting time, stressful
life events and family responsibilities and as a consequence women are likely to be less
sensitive to the cost of being absent.
We have included dummy-variables for three di®erent kind of days when it can

be expected that individuals utilize the sickness insurance di®erently compared to
ordinary weekdays. The ¯rst variable, WE, is a dummy-variable for weekends, i.e.
Saturdays and Sundays. Most people in Sweden do not work on Saturdays and Sun-
days. During the pre-reform period the insured individual had economic incentives to
not receive compensation from the sickness insurance during weekends, as it did not
compensate for all foregone earnings, for both short and long sickness spells. Under
the post-reform regime there are economic incentives working in di®erent directions,
as utilization of the sickness insurance during weekends can qualify to increased com-
pensation level. However, as we in this study only include spells shorter than eight
days in the analysis, this latter e®ect is not expected to be very strong. As can be
seen from Table 1, the estimates of the parameters for the weekend dummies are as
expected signi¯cantly negative.
HOLLY is a dummy variable for the four weeks in the summer which are the most

common summer holiday for industrial workers in Sweden. The economic incentives
to utilize the sickness insurance during the summer holiday are somewhat di®erent
from during weekends. Although they do not get full compensation from the sickness
insurance if they utilize this insurance during the holiday they are entitled to have
holiday in exchange for the days they utilize the sickness insurance during their regular
holiday. Thus, in this case, the individual behavior depends on the individual valuation
of leisure time. However, one should keep in mind that there are administrative costs
associated with reporting short term sickness during the holiday. Therefore, it is not
surprising that the estimates of the parameters are signi¯cantly negative.
BW is a dummy variable for days between two work-free holidays. The outcome of

12Johansson & BrÄannÄas (1996) estimates a household model for work absence, however it does not
provide an explanation of this lower elasticity for women than for men.
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Table 3: Dependence on previous states in the ¯xed e®ects model for the male sub-
sample before and after the reform.

Lag length Before the reform After the reform
1 2.942 2.920
2 8.786 3.876
3 -0.861 -0.270
4 -19.868 -8.472
5 -48.235 -20.730
6 -85.962 -37.044
7 -133.049 -57.414

the estimates of the parameter for this variable are dependent on two e®ects working
in opposite directions. Firstly, the valuation of leisure time is probably higher for
such days. This e®ect is working in the direction of a positive parameter estimate.
Secondly, there are higher administrative costs to utilize the sickness insurance during
planned vacations. Also, the sickness insurance gives lower compensation than planned
vacations, these e®ects will work in the other direction. As can be seen in Table 1,
these latter e®ects seems to dominate in our sample, as the parameter estimates turned
out signi¯cantly negative.

6. Discussion

There are several similarities between the individual choice of labor supply contingent
on tax and bene¯t schemes imposed by the government and the individual choice of
work absence contingent on the rules for the sickness insurance. There is, however,
one important di®erence: the latter choice is also contingent on a contract between the
employer and the employee, i.e. the insured individual. The excess, the replacement
level, in the insurance will, implicitly, work as an economic incentive for the worker
to attend his or her workplace but it is a somewhat di®erent choice compared to an
individual who is free to choose the number of hours of work, although he or she may
be restricted by the number of hours that can be o®ered from the "demand side".
There are two fundamental questions which are raised when analyzing work absence
empirically. First, can the same empirical models that have successfully been used
for some decades to analyze labor supply behavior be used to analyze work absence
behavior as well, even though there are some di®erences in the institutional settings of
the choice. Second, has economic incentives any considerable e®ect on work absence,
i.e. can changes in the replacement level of the sickness insurance a®ect work absence.
On the ¯rst issue, the reform of the sickness insurance on March 1 allowed us

to analyze the functional form of the demand relation for work absence, as it was a
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large shift in both the cost and income variables. The results show that the linear
functional form can not be rejected. The Slutsky Conditions can not be rejected from
the estimates for any individual in the sample. However, the reform also revealed
two problems with the model. First, the parameter estimates for the dummy-variable
are signi¯cantly negative for both samples. An explanation of this result can be that
we failed to consider something that had a decreasing in°uence on work absence and
took place at the same time as the reform. It can also be that the individuals "over-
reacted" initially to the reform. This is seen in other areas as a reaction to economic
reforms. It can also be a result of an inadequate functional form. Secondly, for the
male sub-sample the dynamic structure changed signi¯cantly after the reform. The
explanation to that can be on the same lines as for the negative estimate of the reform
dummy-variable. However, it can also be that a rational individual not only considers
the replacement level the actual day, but also the next day and the day after, when
determining the absence behavior. This indicates that it may be fruitful to depart from
a dynamic theoretical model even when analyzing short term work absence, which is
an important subject for further research in this area.
On the second issue, it con¯rms what is found in a number of previous studies

(e.g. Barmby et al, 1995, Johansson & BrÄannÄas, 1996, and partially also in Johansson
& Palme, 1996) that economic incentives have a signi¯cant impact on the work ab-
sence behavior. Furthermore, the results con¯rm that men seem to be more sensitive
to economic incentives compared to women, which also has been found in previous
studies.
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Table 1: Description of the two data sets for the men.

OSAMP (N = 816 ) ESAMP (N = 530 )
Variable Mean StdDev Min Max Mean StdDev Min Max
d 0.084 0.278 0 1 0.026 0.159 0 1
c 7.454 2.199 0.632 22.307 7.521 2.352 0.632 22.307
y 2.729 4.196 0 55.814 2.513 4.471 0 55.814

HOLLY 0.082 0.275 0 1 0.082 0.275 0 1
WE 0.315 0.464 0 1 0.315 0.465 0 1
BW 0.011 0.104 0 1 0.011 0.104 0 1

Married 0.668 0.471 0 1 0.668 0.471 0 1
Single 0.283 0.450 0 1 0.290 0.454 0 1
Age 38.400 11.988 20 64 37.040 12.072 20 64

Number of children 0.641 1.034 0 9 0.616 1.070 0 9
Dm 0.838 0.368 0 1 0.837 0.369 0 1
cm 6.257 3.406 0 22.307 6.301 3.515 0 22.307
ym 2.258 3.929 0 55.814 2.079 4.167 0 55.814
DUR 6.510 34.768 0 364 0.043 0.375 0 6
DmDUR 4.970 28.206 0 306 0.032 0.323 0 6

Table 2: Description of the two data sets for the women.

OSAMP (N = 796) ESAMP (N = 526)
Variable Mean StdDev Min Max Mean StdDev Min Max
d 0.080 0.271 0 1 0.025 0.156 0 1
c 10.638 3.734 0.767 41.922 10.914 3.397 1.487 41.922
y 16.631 5.647 3.188 64.004 16.388 4.849 3.449 37.216

HOLLY 0.082 0.275 0 1 0.083 0.275 0 1
WE 0.315 0.464 0 1 0.315 0.465 0 1
BW 0.011 0.104 0 1 0.011 0.104 0 1

Married 0.754 0.431 0 1 0.754 0.431 0 1
Single 0.158 0.365 0 1 0.166 0.372 0 1
Age 39.904 12.179 20 64 38.474 12.172 20 64

Number of children 0.783 1.024 0 5 0.814 1.015 0 5
Dm 0.837 0.369 0 1 0.837 0.369 0 1
cm 10.625 3.749 0.767 41.922 9.140 5.087 0 41.922
ym 16.640 5.667 3.188 64.004 13.717 7.497 0 37.216
DUR 5.905 33.143 0 364 0.065 0.482 0 7
DmDUR 5.643 33.053 0 364 0.047 0.408 0 7
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