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Abstract
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critique, believed to be important by most economists, seems to have received very
little empirical support. I use a real business cycle model to verify that the Lucas
critique is quantitatively important in theory, and to examine the properties of the
super exogeneity test, which is used to detect the applicability of the Lucas critique
in practice. The results suggest that the super exogeneity test is not capable of
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1 Introduction

In a very influential article, Robert E. Lucas, Jr., (1976) raised a serious critique against
econometric models that were used for policy evaluation. Lucas’s argument was that shifts
in economic policy change how policy affects the economy since agents in the economy
are forward rather than backward-looking and adapt their expectations and behavior to
the new policy stance. Thus, past behavior can be a poor guide for assessing the effects of
policy actions. For this reason, Lucas concluded that reduced-form econometric models
cannot provide useful information about the actual consequences of alternative policies
because the structure of the economy will change when policy changes, thereby rendering
the estimated parameters in reduced-form econometric models nonconstant.

Instead, Lucas (1975, 1977), Finn E. Kydland and Edward C. Prescott (1982) and
others initiated a new research program, often termed the real business cycle (or equi-
librium business cycle) approach, where the models used for policy analysis are immune
to the Lucas critique in that they are equilibrium models with forward-looking behavior.
Other researchers were concerned about the applicability of the Lucas critique in practice;
see e.g. the discussion in Christopher A. Sims (1982). Robert F. Engle, David F. Hendry
and Jean-Francois Richard (1983) introduced the concept of super exogeneity, and argued
that it could be used to test for the empirical relevance of the Lucas critique. Subsequent
papers (e.g. Engle and Hendry, 1993) have shown how this concept can be applied.

Recently, the empirical relevance of the Lucas critique has received increased atten-
tion. A possible explanation for this is the extensive use of backward-looking models in
monetary policy analysis; cf. Laurence Ball (1997), Lars E.O. Svensson (1997), Glenn
D. Rudebusch and Svensson (1998) and John B. Taylor (1999). Jeffrey C. Fuhrer (1997)
maintains that backward-looking behavior seems to be a better approximation of reality
in macroeconomic models than forward-looking behavior. Arturo Estrella and Fuhrer
(1999) argue that the Lucas critique is an empirically testable hypothesis. They provide
evidence that when there is a change in monetary policy regime, some forward-looking
models may be less stable than their better fitting backward-looking counterparts, which

they contend is an observation inconsistent with the Lucas critique. In addition, most - if



not all - of the many papers which have used the concept of super exogeneity to examine
the Lucas critique empirically have found no evidence in favor of the proposition; see the
survey by Neil R. Ericsson and John S. Irons (1995).

Two natural questions then arise. Is it obvious that the Lucas critique is quantitatively
important in theory in a statistical sense? In other words, even if the Lucas critique is
theoretically important qualitatively, it might not be so quantitatively in a statistical
context.! Second, given that the answer to the first question is yes (or no), does the test
for super exogeneity work in the sense that it really reveals the presence (or absence) of
the Lucas critique in observed data?

In this paper, I examine these two questions in an attempt to shed some new light on
the “puzzle”: why is it that the Lucas critique, although regarded as highly important,
does not seem to be important in studies of real-world data? My approach is to set up a
version of Thomas F. Cooley and Gary D. Hansen’s (1995) real business cycle model with
money, modified to include government expenditures and a Taylor-type policy rule (see
Taylor, 1993) for nominal money growth similar to that analyzed by Benneth T. McCallum
(1984, 1988). This policy rule is then estimated on U.S. data for the recent periods in
office of Federal Reserve’s chairmen Burns, Volcker, and Greenspan. According to John
P. Judd and Rudebusch (1998), the conduct of monetary policy has varied systematically
between these periods.?

I study the dependence of two relationships on the monetary policy rule. The first
relationship is a traditional money demand function (similar to those analyzed in Stephen
M. Goldfeld and Daniel E. Sichel, 1990) and the second is a “Keynesian” consumption
function. An important reason for focusing on money demand and consumption is that
most empirical studies in the field have applied the super exogeneity test to these relations;
see Ericsson and Irons (1995).

To investigate the theoretical applicability of the Lucas critique for these relation-

ships, I begin by deriving analytical solutions for the money demand and consumption

! For a discussion along this line, see Eric M. Leeper’s (1995) comments on the paper by Ericsson and
Irons (1995) .

2 Judd and Rudebusch (1998) start out by noting that there is instability in the Fed reaction function.

They then find support for the hypothesis that the Fed monetary policy rule has varied systematically
with the different periods in office of Fed chairmen Burns, Volcker, and Greenspan. As in their analysis,
chairman Miller is omitted here because of his very short tenure.



functions to see whether the parameters are dependent on the monetary policy rule. The
equilibrium model is then calibrated with different estimated monetary policy regimes to
study whether the properties of the estimated money demand and consumption functions
change significantly when there is a monetary regime shift. This is done using a simple
Gregory C. Chow (1960) test.

Finally, I examine the small sample properties of the super exogeneity test. A test
of super exogeneity is applied on money demand/consumption along with the monetary
policy rule by means of a Monte-Carlo simulation. The purpose is thus to check whether
the test is actually able to identify the relevance/nonrelevance of the Lucas critique in the
model economy.

One possible reason why the test may have failed to detect parameter instability in
behavioral relationships, despite presence of parameter instability in policy rules, is that
the effects of changes in policy rules are very difficult to distinguish from the other shocks
that hit the economy. However, in the general equilibrium framework used here, it is in
fact possible to control for these effects by “going back in time” and performing the super
exogeneity test conditional on all other shocks except for the change in the monetary
policy rule.

The results in the paper are as follows. First, it is demonstrated that in the equilibrium
model, the parameters in the money demand and consumption functions are functions of
the parameters in the monetary policy rule.* Consequently, the Lucas critique is, as
expected, at least qualitatively important in the model. Second, with a standard parame-
terization of the model and by considering the estimated Federal Reserve monetary policy
rules for nominal money growth during Burns, Volcker and Greenspan office periods, it
is found that the Lucas critique is theoretically important in a statistically significant
way. When the parameters in the estimated Taylor-type monetary policy rule change,

the estimated money demand and consumption functions display considerable parameter

3 As regards money demand, the results both contradict and support the proposition in Lucas (1988)
that money demand is a structural relation (invariant to policy parameters). The “true” money demand
function in the general equilibrium model is independent of parameters in the monetary policy rule as
suggested by Lucas. However, the “true” money demand function derived in the model is not in the form
typically estimated by economists. Moreover, when it is rewritten in a traditional form (as in Goldfeld
and Sichel, 1990), the reduced form parameters turns out to be dependent on the monetary policy rule.
Robert G. King (1988) discusses this issue.



instability from both a statistical and an economic point of view. I thus have a model
where the super exogeneity test should be able to identify the empirical relevance of the
Lucas critique.

Despite this, it is found that the super exogeneity test far too often fails to reject the
false null hypothesis that the Lucas critique does not apply when there is a change in
the conduct of monetary policy. This lack of power for the super exogeneity test is then,
quite naturally, a possible explanation as to why the Lucas critique has not been found
in the data.

The findings of this paper also have some general implications for empirical test-
ing of the relevance of backward versus forward-looking models. First, only the truly
forward-looking model will have parameters invariant to the monetary regime. Thus, the
preliminary results in Estrella and Fuhrer (1999) suggesting that the Lucas critique is
not important in practice may be due to model misspecification. Second, these types of
tests will presumably have very weak power in small samples, as is the case for the super
exogeneity test.

The structure of the paper is as follows. In the next section, I introduce the theoretical
model, and indicate how to compute the equilibrium. Estimation and calibration issues are
addressed in Section 3. In Section 4, I derive and discuss the theoretical properties of the
money demand and consumption functions used throughout the paper. Next, in Section 5,
I examine whether the Lucas critique is significantly important in the equilibrium business
cycle model by testing for parameter stability between the different estimated monetary
policy regimes on simulated data from the model. The super exogeneity test is briefly
presented in Section 6, along with the results of the Monte-Carlo simulations. Section 7

concludes.

2 The equilibrium model

In this section, I describe and solve a slightly modified version of Cooley and Hansen’s
(1989, 1995) monetary equilibrium business cycle model. The model is a standard real

business cycle model with some additional features. A stochastic nominal money supply



interacts with a cash-in-advance technology and one-period nominal wage contracts, which
creates short run real effects of nominal money supply shocks. Originally, Cooley and
Hansen (1995) calibrated the model to quarterly data. Here, one period is one year. The
reason for this is that I think it is reasonable that real effects on monetary policy within
the model last for a year rather than a quarter, which is an implication of the one-period
nominal wage contract setting.

The difference between the model in this paper and the one in Cooley and Hansen
(1995) is that the central bank is here assumed to use a policy rule when it decides on
the nominal money supply growth in each period similar to that suggested by McCallum
(1984, 1988). More specifically, the growth rate in nominal money supply in period
t is assumed to follow a Taylor-type policy rule and depend on the output gap, the
difference between actual and targeted inflation rate (hereafter named inflation gap),
an uncontrollable shock, and the growth rate in nominal money in period ¢ — 1. This
specification is supposed to capture the real world phenomenon that central banks use
money supply to affect inflation and output gaps, although they act gradually and do not
have perfect control of the process. It is shown that this monetary policy rule for nominal
money growth has can be rewritten as a Taylor rule for the nominal interest rate.

In the model I abstract from population and technological growth and represent all
variables in per capita terms.

Finally, a notational comment; in the following, capital letters denote economy wide
averages which the agent takes as given and small letters individual specific values which

the agent internalizes.

2.1 An equilibrium monetary business cycle model

Infinitely many identical infinitely lived agents maximize expected utility with preferences
summarized by

Eo Z ﬁtu (Clt, Cat, ht) ) (1)

=0
u(cig, car, b)) = aln(ey) + (1 — a)In(eq) — vhy

4 T would like to emphasize that the qualitative aspects of the results in the paper are not at all
dependent on whether I calibrate the model to match quarterly or yearly data.



where cy; is consumption of the “cash good” in period t, co; is consumption of the “credit
good,” and h; is the share of available time spent in employment which enters linearly
in (1) because of the “indivisible labor” assumption (see Hansen, 1985). In (1), 3 is the
subjective discount factor, v the disutility the agent gets from working, while a reflects
the trade-off between consumption of the cash and credit goods.

The flow budget constraint facing the agent is

. mi by 1 Wy K my by TR,
— = hi + R ki + — 14+ Ri1) =
Clt+02t+lt+ Pt + Pt (_Pt) t+ t t+Pt+( + tl)Pt+ Pt

(2)

where 7; denotes the agent’s investment, m;,; and b;,1 the agent’s holdings of nominal
money and government bonds in the end of period ¢, P, the aggregate price level, Wy
the contracted nominal wage, RX the gross real return on the capital stock k;, R;_; the
nominal interest rate on government bonds in between period t—1 and ¢, and TR; nominal
lump-sum transfers (or taxes if negative) from the government.

The agent has the following cash-in-advance constraint for the cash-good c;,
Ptclt = My + (]. + Rt—l) bt + TRt — bt+1 (3)

which always holds with equality since the nominal interest rate will always be positive
in this model.

The government’s budget constraint is
Pth + TRt - Mt+1 - Mt + Bt+1 - (1 + Rt—l)Bt (4)

where (G is exogenous public consumption expenditures, and M and B aggregate nominal
money supply and government bonds. As in Cooley and Hansen (1995), T will assume
that B; = 0 for ¢ > 0 and only use it to compute the nominal interest rate in the economy.
It can be shown that the nominal interest rate in equilibrium is given by

G Cy
_1—OZCM (5)

Ry

where C}; and Cy; are aggregate consumption of the cash and credit goods, respectively.
Government consumption, G, in (4) is assumed to be generated by the following

stationary AR(1)-process,
Gy = (1= pog) NG+ pe NGy + ema e (6)
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where 0 < pj,o <1 and ey g ~ i.i.d. N (0,07, ).

Aggregate nominal money supply is assumed to evolve according to
Mt+1 = e“tMt (7)

where the growth rate in nominal money supply in period ¢, defined as Aln M;,; and

denoted i, is assumed to be determined by

pe = npyq = An (T —7) = Ay (InY —In¥Y") + &, 0 <n <1, (8)
¢ ~ iid. Log Normal, E[¢] = (1 —n) p, Var (§) = o}

where 7, is defined as In P, —In P,_1, and A\, and \y measure how the central bank reacts
to deviations in the inflation (7; — 7*) and the output gap (InY; —InY*).5 The implicit
assumption underlying the specification in (8) is that the central bank tries to stabilize
inflation and/or output, and one might think of (8) as an implied monetary policy rule
for a central bank which has been attached a conventional quadratic loss function in the
inflation and output gaps. For simplicity, we set 7* and In Y* in (8) equal to steady state
(dropping time subscripts) nominal money supply growth (x) and log of output (InY’),
respectively. I think of the error term, &, as policy shocks from the perspective of the
private sector. By introducing the persistence component nu,_;, I assume that the central
bank reacts gradually to shocks which hits the economy.’
The production function is assumed to have constant returns to scale and be of Cobb-
Douglas type
Y, = elnZt g0 p1-0 9)

5 Although we assume that ¢ is log normally distributed, we require that ¢ has mean (1 — ) u, and vari-
ance 0 as seen in (8). By using that E[¢] = e” I &]+3Var(n&) and that Var(€) :E{(§ —-E [5])2} =E [52] -
[(1—n)p)* = 2B +Varin) _ (1 — ) u]? since ¢ is log-normally distributed, one can pin down the
mean and the variance for In¢ as —3 In ((7% +[(1—n) M]Q) +2In((1 —7n)p) and In (Ug +[(1—n) M]Q) _

2In ((1 —n) pt) respectively.

6 The Taylor-type rule is normally specified in terms of the nominal interest rate, see for instance Taylor
(1998). Ignoring government expenditures (G; = 0), and log-linearizing (5) and (18), it is possible to
derive the following Taylor-type rule within the model for the nominal interest rate R, = — A Ay In¥VE

K3
Ay +(1+4nL) (1-L) (1+5%) —(1—nL)(1-L)§ L In 1,
K3

I+n—mL)Ry + 1+)‘;';77L T + InY; + ¢l where £ft = & oo ,
K3 = % > 0 since C = Cy + C3 and L is the lag operator. Thus, it is possible to transform the Taylor
inspired rule for p to a standard rule for R in the model, although we can no longer treat the error term
as exogenous. But here it only possible to use the rule for y,, since R; is an endogenous equilibrium
relative price.




where K; and H, are aggregate (average) capital stock and hours worked, respectively,
and Z; is the technology level. The perfect competition zero profit maximizing conditions

for the representative firm are

K\ °
W= (1—0)en” (i) By (10)
and -
Pals
RE = gen 7 (i) : (11)

The nominal wage W is assumed to be set in period ¢ — 1 (see Cooley and Hansen (1995)

for further details on the nominal wage arrangement) as

K [
We=(1—@)er—mZ (_2t ) g P 12
t ( )6 Etlet t—14¢ ( )

where the capital stock in period ¢ is known in ¢ — 1. If we combine (10) and (12) in

natural logarithms, using (15) below, we obtain
1 1
InHy = F 1 In H, + 5 (InP,—E, 1InP) + Eg};lz. (13)

Similarly, one realizes that the natural logarithm of h; for an agent in equilibrium is given
by
Inh,=E, 1InH, + % (InP,—E, 1 InP)+ %g;nz. (14)
In (9), the technology level is assumed to be exogenous and the natural log of it to
follow a stationary AR(1)-process

InZyi1 = Pz Zy + Emzi1, Emz ~ idd. N (0,07, ) - (15)

Individual and aggregate investment in period ¢ produces productive capital in period
t + 1 according to
kevr = (1 —06) ke + 44 (16)
and

Kt+1 - (1 - 6) Kt + ]t (17)

where 6 is the rate of capital depreciation.

The aggregate resource constraint
nzolt—i-CQt‘f‘]t—i-GtECt—f‘]t‘f‘Gt (18)

also holds in every period where C} is total consumption.
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2.2 Equilibrium in the model

The equilibrium in the model consists of a set of decision rules for the agents In k1, =
E(S¢, Inky, Inmy), Inthg, = m (S, Ink, Inmy) and Inh, = A (S, Ink;, Inm,), and a
set of aggregate decision rules In K;11 = K ( S;), InH; = H(S), In P = ]3(St) where
S; = |InZ_1,e"% p, &, InGy,In Ky, In P4 l such that; (i) agents maximize utility,
(¢7) firms maximize profits, and (i4i), individual decision rules are consistent with ag-
gregate outcomes. Equilibrium condition (#i7) implies that k (S¢, In K, 1) = K (Sy),
m (S, nKy, 1) =1, and h(S;, In Ky, 1) = H (S;) for all S;.

I use the same method as Cooley and Hansen (1989, 1995) (described in detail by

Hansen and Prescott, 1995) to compute the equilibrium in this model.”

3 Estimation and calibration

The parameters in the model are determined in two ways. About half of the parameters
(1, 1y 0%, Axs Ay Pmcs O and g = g) are estimated on U.S. data 1960-1997 with
Instrumental Variables method (IV) and Maximum Likelihood (ML). The other half of
the parameters (a, 3, 8, 7, 0, p, » and o ) are adapted from Cooley and Hansen (1995),
and chosen so that the model’s steady state properties are consistent with U.S. growth
facts.

To estimate the parameters 7, pu, ag, Az, and Ay in the monetary policy rule (8) for
different Fed chairmen periods, I collected quarterly data on real gross national product
per capita in natural logarithms ( InY;), growth rate in nominal money supply (p,) and the
inflation rate in the consumer price index (7;). The reason for collecting quarterly rather
than yearly data is to get more observations in each subsample. To compute measures of
InY; —InY* and 7 — 7%, I simply filtered the series for output and inflation rate with
the Hodrick-Prescott (H-P) filter (see Hodrick and Prescott, 1997).® Tt is standard to

use H-P filtered output as a measure of the output gap, but is less clear how to compute

an appropriate measure of 7* from historical data as discussed by Judd and Rudebusch

7 More details on how to compute the equilibrium is provided in Appendix B which is available on
request from the author.

® T use the common value 1600 (quarterly data) for the smoothness coefficient A in the H-P filter. See
Appendix A for a detailed description of the raw data and data transformations.
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(1998).” Since the model does not distinguish between money controlled by the Fed (the
monetary base, M0) and money used in the private transactions (M2), I compromise
between them and use M1 as a measure of money as in Cooley and Hansen (1989, 1995).
The reason for estimating with IV rather than Ordinary Least Squares (OLS), is that
OLS is likely to be a biased and inconsistent estimator due to the fact that we may have
contemporaneous correlation between the error term and the regressors in (8). In terms
of the theoretical model used in this paper, there will, via the equilibrium decision rules,
be a positive correlation between the error term ¢, and the regressors 7, and InY; in (8).
As instruments in the estimation, I therefore use (InY —InY™), |, p, ; and (7 —7%),_,
which are uncorrelated with the error term &, in (8). In addition to that, the estimated
A and Ay will be correlated in general, which also makes inference about individual
parameters tricky.

I estimate the monetary policy rule (8) with IV for the whole sample period (1960Q2 —
1997Q4), for chairman Burn’s office period (1970Q1 — 1978Q1), chairman Volcker’s office
period (1979Q3 — 1987()2), chairman Greenspan’s office period (1987Q3 — 1997Q4), and
omit chairman Miller as in Judd and Rudebusch (1998) because of his short tenure. The
results of the estimations are reported in Table 1 (a constant is included in the regressions

but is not spelled out).

Table 1: IV estimation results for the monetary policy rule (8).

Estimation Estimation output

period ) Ar Ay O¢ R* D-W BGx*#4) JB T

Whole 0.930 0.204 0.068 0.0127 0.89 1.34 42.19 0.596 151
(0.028)  (0.083) (0.081) (0.000) (0.742)

Burns 0.514 0.182 —0.166 0.0073 0.73 1.96 14.17 0.715 33
(0.151)  (0.087)  (0.148) (0.007) (0.699)

Volcker 0.717 0377 —-0.137 0.0158 0.73 1.59 11.86 1.289 32
(0.116)  (0.203)  (0.249) (0.019) (0.525)

Greenspan 0.919 0.532 0.013 0.0153 091 0.98 17.37 1.249 42
(0.054)  (0.540) (0.262) (0.002) (0.536)

Note: Standard errors in parenthesis for 7, A\; and Ay, and small sample adjusted p-values in paren-
thesis for the Breusch-Godfrey autocorrelation test (null hypothesis no autocorrelation up to 4 lags)
and the Jarque-Bera normality test (null hypothesis normally distributed residuals). A constant,
(nY —InY™), 4, py_q and (m —7*),_; have been used as instruments. 7' denote the number of ob-
servations in the regressions.

9 Although my approach regarding m — m* appears to be as good as any other considerable alternative
(see Judd and Rudebusch), I have nevertheless experimented with other measures (such as the average
inflation rate during a given chairmen’s term), but it did not have any impact on the conclusions drawn
in the paper.
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From Table 1, the implied yearly estimates of n for the different periods are approx-

imately 0.751 (0.930%), 0.070, 0.264 and 0.713 respectively. For o¢, the implied yearly

estimates are \/&g (1 + 7% + 7t + 776).

The D-W and Breusch-Godfrey statistics indicates presence of positive autocorrelation
in the regressions, suggesting difficulties to interpret the significance levels of the estimates
of 7, Ax and \y. However, use of the asymptotic y*-distribution for the Breusch-Godfrey
test is very likely to yield an oversized test (i.e. an exaggerated probability of rejecting a
true null hypothesis of no autocorrelation) for sample sizes as small as the present ones.
Simulated small sample adjusted p-values for the Breusch-Godfrey test confirm the size
problem, and result in a non-significant autocorrelation effect.!’ Not surprisingly, we get
the highest estimate of A, during chairman Greenspan’s office period, and the lowest for
chairman Burns.

All the regressions show signs of positive autocorrelation, so it is therefore difficult
to say something about the significance levels of these estimates. For the whole sample
period, the presence of autocorrelation is what one would expect as a result of the regime
shifts that have occured. For the different chairmens’ office periods, the autocorrelation
is much less pronounced in accordance with Judd and Rudebusch (1998). Despite the
autocorrelation, the estimates in Table 1 are still consistent and thus suffice for the purpose

of this paper.!!

Not surprisingly, we get the highest estimate of A\; during chairman
Greenspan’s office period, and the lowest for chairman Burns.

To estimate py,; and of , in (6), I collected yearly data series on real government
expenditures on consumption and investment per capita in natural logarithms, and filtered

the series with the Hodrick-Prescott (H-P) filter (see Robert J. Hodrick and Prescott,

10 The small sample adjusted B-G test statistics have been computed by: (i) estimating a VAR-model
with 6 lags including the variables InY; — InY™*, 7, — 7* and p, (using likelihood ratio, autocorrelation
and normality tests to determine the lag order) on data for the different periods; (ii) using the estimated
VAR-model as a data generating process to simulate artificial samples of data; (iii) estimating the re-
gression (8) on the simulated data with IV and then computing the associated B-G statistics. From the
resulting distributions of B-G statistics, the small sample adjusted p-values are computed as the frac-
tion of simulated B-G statistics that are larger than the estimated ones. The resulting p-values by this
procedure are 0.683, 0.613, 0.663 and 0.458 for Whole sample, Burns, Volcker and Greenspan regimes
respectively.

11 Tt can also be argued that the asymptotic y2-distribution for the Breusch-Godfrey test is very likely
to be oversized (i.e. an exaggerated probability of rejecting a true null hypothesis of no autocorrelation)
for sample sizes as small as the present ones (T' ~ 30).

11



1997) to get a measure of In G;.'? T then estimated (6) with ML with the result (standard

error in parenthesis)

InG; =0.7706 In G;_1 + 1wy One = 0.01747, D-W = 0.94, T = 37, R* = 0.60.  (19)

(0.1040)
(19) shows tendencies of positive autocorrelation, but when I augmented the estimation
with more lags on the dependent variable to remove this autocorrelation, I found that the
estimated parameters were not much affected.

To compute values for p and g, I took averages of nominal money growth and the
ratio of government expenditures to gross national product to get 0.05345 and 0.21038
respectively.

Since Cooley and Hansen (1995) calibrated their model on quarterly data, I have
mapped some of their parameters to fit yearly growth facts. More specifically; 3 is set to
0.9567 (0.989") instead of 0.989; 6 is set to 0.07386 (1 — (1 — 0.019)") instead of 0.019; py,
is set to 0.8145 (0.95%) instead of 0.95; oy, 7 is set to 0.013 (\/0.00721 (1+0.952 + 0.95% 1 0.956))

instead of 0.00721. ~ is set so that hours worked as share of available time in steady state,
H, equal 0.30.'% The parameter values for o and @ are set to 0.84 and 0.40 as in Cooley
and Hansen (1995).

4 Investigated relationships

In this section, I will derive the relationships that will be used later in the paper to

investigate the small sample properties of the super exogeneity test.

4.1 Application 1: Money demand

By using the cash-in-advance constraint (3) in equilibrium, Cy; = M1 /P, — G (log
linearized around steady state), (5) (log linearized around steady state, where I have

used the approximation In (1 + R;) ~ R; since R, is a small number), and the resource

12 T use the common value 100 (yearly data) for the smoothness coefficient A in the H-P filter. See also
Appendix B for a detailed description of the raw data and data transformations.

13 Formally, we have that v = (1_0)(aﬁ"17+1_a)(lﬂgéié\]) which can be used to compute v = 3.404
y7 'Y - H((lig)(]fﬂﬁz)fﬁ))ié) b p 'Y - M

given the values for the other parameters. This value is higher than Cooley and Hansen’s value (2.53)
since I have government expenditures in the model.
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constraint (log linearized around steady state) (18), it is possible to derive the following

“true” money demand equation

M, . M,
In ( PS:;) + lng In (P:CE) =rko+0k (InY; —InL)+ ke (InY; —InG;) — k3R (20)

where steady state is denoted by dropping time subscripts, k£, denotes the capital-consumption
ratio in steady state, ko the government expenditure-consumption ratio in steady state,
and k3 is shorthand notation for (C' — Cy)/C = Cy/C > 0. Note that M, in (20)
corresponds to M; in the data (M, in the data is the money stock at the end of period t)
since M, is determined at the end of period t.

Since InI; and InG; normally do not enter in the estimation of a money demand

equation, (20) is approximated with the following traditional money demand equation

Y M,
ln( t+1) Zﬁo—i-ﬁllnyt-l-ﬁgRt‘i‘ﬁsln( t)—}—EMD,t. (21)
Pt Ptfl

The purpose of replacing the true money demand equation in (20) with (21), is that the
latter is of the form used in practical work, see Goldfeld and Sichel (1990), whereas the
former is not. Another obvious reason is that the Lucas critique is not relevant in (20),
since it is a structural relationship as suggested by Lucas (1988). By using the monetary

policy rule, (8), and the relations used to derive (20), it is possible to establish that

By = 0,
8, = (1—77L)(1—L)(1—]5G>(1+6m+/£2),
B, = (1-gL)(1—-1L) (1—15@)53,
By = (1+n—nl),
et = — (=) (1=1) [(1- PG) bm Ly + ((1- PG) o + PG InG] |

where the lag-operator L is defined by LX; = X;_;. This shows that, contrary to the
findings in Lucas (1988), that the parameters in a traditional money demand equation
derived in this general equilibrium framework are dependent on the monetary policy rule
(8) explicitly via the parameter 1 and implicitly via the error term (when the monetary
policy rule changes, the decision rule for the capital stock will change as well which will

affect the behavior of private investment).
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4.2 Application 2: A “Keynesian” consumption function

By using the same equations and approximations as in the previous subsection, it is

possible to derive the following “true” consumption function

1-PG-PC 1-PG-PC

) i M
InC; = ky — —L— (YInY, —6KInl,) + —=LE kR, — —1— ln< t“) (22)

where steady state is denoted by dropping time subscripts, and Y = C'+ 6K + G. It can
be shown that 1 — PG — PC < 0, so that an increase in output/nominal interest rate
increases/decreases consumption since P>0and1— PG >0.

Since InI; and In (M;,1/F;) normally do not enter in the estimation of a traditional
consumption function, (22) is approximated with the following “Keynesian flavored” con-

sumption function
InCy=vy+vInY, + v, R +7v3InCy1 + cop, ¢ (23)

Again, the purpose of replacing the true consumption function in (22) with (23), is that
the latter is of the form used in practical work whereas the former is not. By inserting

(22) in (21), we have that

Yo = KRa,
(- [PY n (1 - PG) (1+ 8Ky + is)
s 1- PG - PC ’
B 2(1—77L)(1—]5G)/<;3
N N
Y3 =
cort = _(1]5;77})]50 [((1 _ PG) + PY) SkyIn I, + ((1 _ PG) K + PG) mGt} .

As was the case with the money demand function, the parameters in the consumption

function in (23) are dependent, explicitly and implicitly, on the monetary policy rule.
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5 The quantitative importance of the Lucas critique
in the model

In this section, I will investigate whether the Lucas critique seems to be significant in
a statistical sense in the equilibrium model by simulating the model for the estimated
Taylor rules for nominal money growth, and estimate the relationships (21), (23) and (8)
on simulated data.

The procedure in the simulations has been as follows:

1. Simulate the model for T' periods under the assumption that the monetary policy
rule changes completely unexpectedly after T'/2 periods from one regime to another

(for example, from Burns to Volcker and Burns to Greenspan).'4

2. Estimate the money demand equation (21), consumption function (23) and mone-
tary policy rule (8) with OLS on the first 1,...,7/2 observations in the simulated

sample. Denote the estimated parameter vectors 3,,p, BCF and 3 o respectively.

3. Estimate (21), (23) and (8) with OLS on the last 7//2 4+ 1,...,T observations in the
simulated sample. Denote the estimated parameter vectors & yp, Gor and &y

respectively.

4. Use a version of the F-test, often called the Chow breakpoint test, to examine if the
null hypotheses ayp = Byp, @cr = Beop and arp = B, are maintained at the 5

percent significance level.

5. Repeat Step 1 to Step 4 many (N) times to compute probabilities for how often the

null hypotheses are maintained for the given significance level.

6. To get correct significance levels, steps 1 - 5 above are carried out twice. In the first
round, small sample critical values are computed under the (true) null hypotheses

Hy : ayp = Byp, Ho : acr = Bep and Hy @ arp = By, (that is, compute

14 The simulations are made in the GAUSS programming language, using the random number generator
RDND with RDNDSEED set to 159425 + iter for iter = 1,2,..., N. To get a stochastic initial state in
each simulation, the model is simulated for T+ 100 periods, where the first 100 are then discarded in all
the estimations.
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the distribution of F-statistics when there has been no regime shift). In the second
round, these adjusted critical values ensures a correct size in the F-testing for regime

shifts.

If the computed probabilities in Step 5 (in the second round) of rejecting parameter
stability are lower/higher than the given significance levels, the Lucas critique is/is not
relevant in this model in a statistical sense.'®

The critical assumptions in the above scheme are clearly made in Step 1, and I would
like to briefly comment on them. First, I have chosen to change monetary policy regime in
the middle of the sample. The reason for this choice is that it implies the highest possible
power in the testing. Secondly, I have chosen to model the once and for all change
in monetary policy regime as a completely unexpected shift in the estimated monetary
policy rule where I let the economy bring the state vector from the last period in the
previous regime (period 7'/2) to the first period in the new regime (period 7'/2 + 1). By
this procedure, I implicitly assume a first order Markov chain for the different monetary
policy regimes where I let the diagonal elements in the transition matrix approach unity.
This assumption is very convenient since it allows me to use the same decision rules for
the first 7'/2 periods and then change to new decision rules only once in the beginning of
period 7'/2 + 1 for the remaining 7'/2 periods.

The results of this exercise for the different estimated monetary policy rules for sample
sizes T' = 100 and T' = 200, are provided in Table 2.'6

As seen in Table 2, the probabilities of rejecting the null hypothesis of parameter
stability between regimes are in almost every case clearly higher than the given significance
level both for 7' = 100 and 7" = 200. It is only the regime shift from “Whole sample”

to Greenspan that is not statistically significant (the probabilities for the vice versa case

15 Since there are lag operators in the parameters and endogeneity issues in the error terms in the
approximated money demand (21) and consumption function (23) relationships, I have checked the ro-
bustness of the results with respect to: (i) introducing one more lag on the regressors in (21) and (23)
although they are extraneous; (ii) estimating the equations with instrument variables (IV) instead. The
results of this exercise, which do not change the qualitative aspects of the results in the paper, are reported
in Appendix B which is available on request from the author.

16T do not use more than 7" = 200 in the simulations since T' ~ 100 seems to be an upper bound on
observations in the studies which have applied the super exogeneity test to assess the practical importance
of the Lucas critique on yearly data. To get reliable probabilities, I have simulated the model N = 100000
times.
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Table 2: Chow test probabilities of rejecting the null hypothesis
of parameter stability in money demand, consumption and
the monetary policy rule at the 5 percent significance level.

T =100 T =200
Comparison regime Comparison regime
WS B \Y G WS B \Y G
Benchmark regime The money demand function (21)
Whole sample (WS) 0.050 0.219 0.083 0.046 0.050 0.416 0.121 0.044
Burns (B) 0.654 0.050 0.328 0.463 0.916 0.060 0.711 0.785
Volcker (V) 0.422 0.319 0.0560 0.212 0.607 0.671 0.050 0.330
Greenspan (G) 0.092 0.208 0.062 0.050 0.101  0.440 0.088 0.050
Benchmark regime The consumption function (23)
Whole sample 0.050 0.277 0.123 0.044 0.050 0.258 0.116 0.041
Burns 0.462 0.050 0.164 0.331 0.708 0.050 0.438 0.596
Volcker 0.502 0.354 0.050 0.312 0.708 0.673 0.050 0.513
Greenspan 0.080 0.283 0.096 0.050 0.084 0.352 0.114 0.050
Benchmark regime The Taylor rule for monetary policy (8)
Whole sample 0.050 0.863 0.606 0.078 0.050 0.999 0.941 0.093
Burns 0.943 0.050 0.258 0.687 1.000 0.050 0.517 0.975
Volcker 0.584 0.1564 0.050 0.209 0.944 0.365 0.050 0.469
Greenspan 0.073 0.481 0.209 0.050 0.100 0.926 0.465 0.050

Note: The diagonals equals 0.050 since the critical values used in the testing have been simulated under
the null hypothesis of no regime shift (that is, Hy : ayrp = Byp, Ho : acr = B¢y and Hy : aupp =
B, are true). The Chow (1960) statistic underlying the computation of the probabilities is defined

(A2 Ty ~2 Ty A2 )/

as Al T

(o3, +Fo%,) /(T-2k)
is the number of parameter restrictions that are being tested (here, & = 4), T the total number of
observations (T' = Ty + T») and &2T7 erTl, and &2T2 denote the estimated standard error of the regression

during both monetary regimes, the first monetary regime, and the second monetary regime respectively.
The probabilities reported are computed from N = 100000 simulations.

o — T 9Ty

and it follows the F-distribution with k,T" — 2k degrees of freedom where k
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are also low, but clearly significant) for the money demand and consumption function.'”

Not surprisingly, the probabilities for the monetary policy rule are also very low for this

regime shift. The reason being that the estimated yearly residual standard error in the

monetary policy rule, \/ 6—? (1 + 72 + 0t + ﬁG), is relatively high for these regimes as can
be seen from Table 1, which makes it hard to detect this particular monetary regime shift.

Some other general comments on the content in Table 2 are also warranted. First,
when T increases from 100 to 200, the Chow test discovers the shift in monetary regime
more frequently as expected. Although Table 2 only report results for the 5 percent
significance level, it is immediately recognized that the choice of significance level is of
little importance here, since the size of the probabilities in almost every case are so large.
Third, we see that the probabilities are on average higher for the monetary policy rule
than the behavioral equations, which is quite natural since the effects of changes in the
monetary rules on the money demand and consumption are somestimes offsetted by other
shocks in the model. Finally, note that the probabilities in the diagonal (for the case of
no regime shift) equals 0.05 since small sample critical values have been used.

The conclusion is that the Lucas critique is quantitatively important in this model in
a statistical sense for every regime shift except one, and the super exogeneity test should
recognize that.

It is also interesting to examine if the changes are economically meaningful, and
whether the estimated parameters in the approximated relationships (21) and (23) are
reasonable, and if the equations pass econometric specification tests for autocorrelation
and normality of residuals underlying the Chow test. In Table 3a and 3b, I provide the
OLS estimation results for the approximated money demand and consumption equations
during the different monetary policy regimes.

From Tables 3a and 3b, we see that in most cases, the parameter estimates are reason-
able from an economic point of view. As indicated by the p-values, both the specifications
also pass all the statistical tests. So, both from an economic and econometric point of

view, the estimated equations are perfectly acceptable. We also see that the point esti-

17 Note that the standard errors for the probabilities in Table 2, P (1 — ]5) / V/N , are very small

(around 0.001) and every regime shift except “Whole sample” to Greenspan are consequently statistically
significant on the 1 percent level.
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Table 3a: Estimation results of (21) for different monetary regimes.

Estimation output

Monetary regime B 54 By B4 R* D-W Durbin’s h J-B
Whole sample —0.122 0.139 —-0.137 0.764 0.93 193 0.55 16.83
(0.022) (0.027) (0.030) (0.038) (0.881) (0.385)
Burns —0.114 0.151 0.027 0.790 0.97 2.18 —1.27 1.90
(0.010) (0.007) (0.023)  (0.012) (0.767) (0.956)
Volcker —0.080 0.115 —0.038 0.841 0.95 2.32 —2.33 7.38
(0.009) (0.011) (0.025) (0.014) (0.337) (0.787)
Greenspan —0.097 0.139 —-0.115 0.798 0.94 2.09 —0.65 23.32
(0.015) (0.019) (0.030) (0.026) (0.884) (0.267)

Note: Standard errors for regression coefficients in parentheses. The values within parentheses for
Durbin’s h test for autocorrelation (null hypothesis no first-order autocorrelation) and the Jarque-Bera
(J-B) normality test (null hypothesis normally distributed residuals) measure the likelihood that the
computed test statistics are insignificant (significance level 5 percent). T use T' = 200 observations in each
estimation. All the statistics reported are averages of N = 100000 estimations.

mates (“true” parameters) in many cases change substantially from an economic point
of view when the monetary regime change. In particular this is the case for Burns and
Greenspan/ “Whole sample” regimes with respect to the monetary policy channel, i.e. the
parameters 3, and v,. In view of the estimation results of the monetary policy rules pro-

vided in Table 1 in Section 3, this is not surprising since the estimated monetary policy

rules for these periods are very different.

Table 3b: Estimation results of (23) for different monetary regimes.

Estimation output

Monetary regime Yo Y Yo v3  R* D-W Durbin’s h J-B
Whole sample —0.123 0.209 —-0.105 0.785 0.96 2.09 —0.65 21.85
(0.021) (0.031) (0.044) (0.032) (0.870) (0.295)
Burns —0.133 0.217 0.093 0.794 0.99 198 0.16 7.63
0.012)  (0.008) (0.026)  (0.012) (0.957) (0.717)
Volcker —0.104 0.165 0.058 0.839 0.97 2.40 —2.87 19.25
(0.011)  (0.013) (0.030)  (0.013) (0.145) (0.697)
Greenspan —0.106 0.207 —0.080 0.805 0.96 2.26 —1.88 23.18
(0.015)  (0.025)  (0.042)  (0.024) (0.529) (0.252)

Note: See Table 3a.

To sum up, the results in this section suggest that the Lucas critique is quantitatively
important in this typical equilibrium model with a standard parameterization in the sense
that the structure of the economy, and thus how the economy reacts to different policies,

changes in a statistically significant way when the monetary policy rule changes.

19



6 Does the super exogeneity test detect the Lucas
critique in practice?

In the previous section, we verified that the Lucas critique is quantitatively important in a
statistically significant way in a typical equilibrium model with a standard parameteriza-
tion when we moved between different monetary policy rule regimes. A natural question
then arises: Why has, in principle, every paper that has tried to test whether the Lucas
critique is significantly important in practice, using tests for super exogeneity, rejected the
Lucas critique in practice? One possible explanation, investigated in this section, is that
the test for super exogeneity is not able to measure the relevance of the Lucas critique in
data sufficiently well.

The structure of this section is the following. First, following Engle and Hendry
(1993), and Ericsson and Irons (1995) closely, I give a short introduction to the concept
of super exogeneity, discuss how one can test for it, and for the sake of clarity also provide
a formal definition of it. Then I use the theoretical model, where the Lucas critique is
applicable, to investigate whether the super exogeneity test has enough power in small
samples on simulated data. I present results for both the money demand equation and

the consumption function in the model.

6.1 Super exogeneity: concept, testing and a formal definition

Consider the following simple (presented in reduced form) forward looking model in the

spirit of Lucas (1976):

oo

mo= OB Yzt Bigyy =0, (24)
zp = qﬁzt_j;i v, —1<¢<1, By =0
In (24), z is the policy variable and x; the target variable. Solving (24) for x, as function
of z;, we obtain
= fz + & (25)
where 3, = 0/(1—¢). If the econometrician estimates (25), ignoring the dependency of 3,

on ¢, then policy simulations based on the estimate Bz for alternative paths of {z.; };’;0
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(treating vy ; as a fixed exogenous shock), and thus for alternative paths of ¢, will give
misleading results.

Testing for the constancy/nonconstancy of ¢ and /3, in (24) and (25) by estimating
these equations then provides a simple way of testing for the Lucas critique; if 3, is con-
stant but ¢ is not, then the Lucas critique cannot apply. z; is then, loosely speaking,
said to be super exogenous to (3,. The testing procedure can generate three other combi-
nations of constancy/nonconstancy for ¢ and 3., but those combinations can arise from
other sources (that is, changes in other policy variables) and thus not constitute evidence
for or against the Lucas critique in practice.'®

Now, let us consider a general case and give a formal definition of super exogeneity.
Formally, the joint distribution of x; and z; conditional on the sigma field, denoted F,
consisting of x;_q,x;_s,... and 2z;_1, 2;_o, ... , and the current and past observations on all

other valid conditioning variables, can be written
D (mtazt ‘ ~7:t>>\t) = Dz\z (% ’ Zt,}—u)\lt) D, (2t ’ fta)\zt)

where D, D,|, and D, denote the joint density, the conditional density of x; given z;, and
the marginal density of z;, respectively, and A\, A\i; and A9 the corresponding parameters.
Engle et al. (1983) define z; as weakly exogenous for a set of parameters 0 if: (i) 0 is a
function of the parameters A\j; alone, and (i7), Aj; and the parameters Ay of the marginal
model for z; are variation free.!” Finally, Engle et al. (1983) define z; as super exogenous
for if z is weakly exogenous for # and \; is invariant to changes in Ay (that is, changes
in Ay do not imply changes in A;). The bottom line is that weak exogeneity of z for 6
is sufficient for the conditional model to be used in forecasting analysis, whereas super

exogeneity is required for policy analysis.

13 Tn the context of the theoretical equilibrium model, it may be that the processes for the other
exogenous shocks In Z; and/or In G; have changed.

19" With the term “variation free” Engle et al (1983) mean that over periods of constant g, there is
no information in Ay that would help estimating A;. Note that variation free and invariance are different
concepts since if A1y = ¢pAg; then Aq is said to be variation free but not invariant to Ao, but if the relation
instead is Ay = ¢, Aa¢ Vt, then A; is said to be both variation free and invariant to As.

21



6.2 Application 1: The money demand equation

In this subsection, I will investigate if the test for super exogeneity is able to judge
the relevance of the Lucas critique in small samples by using simulated data from the
equilibrium model for the money demand equation and the Taylor rule for nominal money
growth. We might think of money demand as x; and monetary policy as z; in (24).

The procedure in applying the test of super exogeneity on the money demand (21)
together with the nominal money growth policy rule (8), is similar to that in Section 5.

It involves the following steps:

1. Simulate the model for T' periods under the assumption that the monetary policy
rule changes completely unexpectedly after 7'/2 periods from one regime to another

(for example, from Burns to Volcker and Burns to Greenspan).?’

2. Estimate the money demand equation (21) and monetary policy rule (8) with OLS
on the first 1,...,7/2 observations in the simulated sample. Denote the estimated

parameter vectors 3;,, and 3,5 respectively.

3. Estimate (21) and (8) with OLS on the last 7'/2 + 1, ..., T observations in the simu-
lated sample. Denote the estimated parameter vectors & yp, &cr and &rp respec-

tively.

4. Use a version of the F-test, the Chow breakpoint test, to examine if the null hy-
pothesis ayp = B, is rejected when the null apr = B, can be rejected on the

ten, five and one percent significance level.

5. Repeat Step 1 to Step 4 many (N) times to compute the power of the super ex-
ogeneity test, that is, probabilities for how often the null hypothesis ccrp = B,p
is rejected and the null hypothesis ayp = B;;p is rejected simultaneously for the

different significance levels.

20 As in Section 5, the random number generator RDND with RDNDSEED in GAUSS is set to
159425 + iter for iter = 1,2,..., N. To get a stochastic initial state in each simulation, the model is
simulated for T+ 100 periods, where the first 100 are then discarded in all the estimations discussed
below.
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According to the Lucas critique, which we verified in Section 5 was relevant in this

model, the null hypothesis

Ho: ayp = Byp | arr # Brr

is false so if the computed probabilities in Step 5 of rejecting parameter stability in (8)
and (21) at the same time are low, the power of the super exogeneity test is low in small
samples. On the other hand, if the computed probabilities are found to be high, then the
power of the super exogeneity test in small samples is satisfactory.?!

For the Chow test in Step 4, I use small sample adjusted critical values generated in
Section 4 rather than asymptotic values. The reason for doing so is to get the correct
nominal significance level for each equation involved in the testing.??

As in Section 5, the critical assumptions in step 1 to 5 are clearly made in step 1, and
since I already discussed them there I will not spend time on discussing them here again.

The results of this exercise for the different estimated monetary policy rules, and
sample sizes T'= 100 and T = 200, are provided in Table 4.

The general message from Table 4 is striking. For T" = 100, which is an upper bound
on yearly observations that has been used in the literature so far, the power of the super
exogeneity test is very low in most cases although we have given the test the best possible
environment for detecting a regime shift. The average power probability is as low as 0.30
for T'= 100 (the regime shift “Whole sample to Greenspan” excluded since it was not
statistically significant for this sample size, see Table 2). The test has highest power
for the regime shifts from Burns to “Whole sample” /Greenspan which is not surprising
given the results in Tables 3a and 3b. For T' = 200, which is a considerable amount of
data with as much as 100 yearly observations in each regime, the super exogeneity test
has satisfactory power properties in only a few cases, especially for the regime shifts from
Burns to “Whole sample” /Greenspan as was the case for 7' = 100. On the whole, however,
the power probability is not higher than 0.45 on average, which is not satisfactory. The
results imply that the probability of rejecting the (false) null hypothesis that the Lucas

2L Note that the power of a test is formally defined as 1 — 3, where 3, the type II error, is defined
as Pr(do not reject Ho|Hy is false). In our case, 3 is the probability of not rejecting stability in money
demand, while rejecting stability in the monetary policy rule simultaneously.

22 Tt should be noted, however, that the qualitative aspects of the results in Table 2, Table 4 and 5 are
robust with respect to this adjustment of the critical values.
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Table 4: Power of the super exogeneity test in small samples:
Chow test probabilites of rejecting stability in money demand

when stability in the monetary policy rule is rejected.

Comparison regime

T =100

T =200

Comparison regime

WS B \Y G WS B \Y G
Benchmark regime 10 percent significance level
Whole sample (WS)  NC  0.380 0.183 0.163 NC 0.614 0.239 0.162
Burns (B) 0.759 NC 0.535 0.602 0.953 NC 0.850 0.854
Volcker (V) 0.569 0.541 NC 0.371 0.722 0.839 NC 0477
Greenspan (G) 0.276 0.387 0.163 NC 0.296 0.618 0.186 NC
Benchmark regime 5 percent significance level
Whole sample NC 0.229 0.103 0.102 NC 0.417 0.124 0.097
Burns 0.658 NC 0.412 0.507 0911 NC 0.776 0.791
Volcker 0.472 0406 NC 0.272 0.618 0.755 NC 0.374
Greenspan 0.188 0.259 0.095 NC 0.206 0.451 0.100 NC
Benchmark regime 1 percent significance level
Whole sample NC 0.066 0.030 0.061 NC 0.112 0.023 0.043
Burns 0461 NC 0.217 0.340 0.798 NC 0.600 0.643
Volcker 0.314 0210 NC 0.158 0.402 0.548 NC 0.210
Greenspan 0.110 0.091 0.034 NC 0.123 0.165 0.027 NC

Note: NC is shorthand notation for not computed. Small sample critical values generated in Section 4
are used. The probability in each entry is formally defined as Pr (E’\{U > Fé‘_’g& | Frp > F(;I_'{(‘)'X)Where
Frp denotes the computed Chow statistic for the monetary policy rule, Fy;p the corresponding statistic
for money demand, and XX the i’th percentile in the simulated distributions (90,95 or 99’th percentile)
under the null hypothesis. Under the null hypothesis, the Chow statistic follows the F-distribution with
k,T — 2k degrees of freedom where k is the number of parameter restrictions (here, k = 4 for both money

demand and the Taylor rule) and T is the number of observations.
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critique does not apply, and thus that the parameters in the money demand function are
super exogenous to the monetary policy rule, is too high regardless of chosen significance
level and sample size in most cases. Of course, one may argue that the low probabilities in
Table 4 are due to that the changes in the monetary policy regime are not large enough,
and every test has low power when the alternative is close to the null. The evidence
against this type of argument is provided in Table 1, 3a and 3b, where we see that there
actually are big changes in parameters which are manifested in the single equation stability
testing results provided in Table 2. So the low level of the probabilities reported in Table
4, are not due to that the alternative hypotheses are close to the null, but rather due to
inherently low power for the super exogeneity test in this setting.

A couple of further comments on specific features in Table 4 are warranted. First, when
the sample size increased from T = 100 to T" = 200, the power of the super exogeneity
test only increased from about 0.30 to 0.45 on average (the regime shift from “Whole
sample to Greenspan” excluded since it is not statistically significant for these sample
sizes). This is an indication of that considerably larger sample sizes are needed to get
an acceptable power level. Some experiments indicate that we need around 7" = 1000
yearly observations to get a power of 0.90 on average. Finally, Table 4 confirms the
classical conflict between the choice of significance level (probability of committing a type
I error) and the probability of not committing an type II error (that is, not reject a false
null hypothesis): as the nominal significance level decreases, we see that the power also

decreases for a given sample size T'.

6.3 Application 2: The “Keynesian” consumption function

In this subsection, I will investigate the properties of the test for super exogeneity by
using simulated data from the equilibrium model to estimate the consumption function
together with the Taylor rule for nominal money growth. We might think of consumption
as z; and monetary policy as z in (24).

The procedure in the testing for super exogeneity here is exactly the same as in the
previous subsection, except for that the consumption function in (23) is used instead of

money demand in (21), and thus not repeated here. The results are reported in Table 5.
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Table 5: Power of the super exogeneity test in small samples:
Chow test probabilites of rejecting stability in consumption

when stability in the monetary policy rule is rejected.

Comparison regime

T =100

T =200

Comparison regime

WS B \Y G WS B \Y G
Benchmark regime 10 percent significance level
Whole sample (WS) NC  0.455 0.258 0.165 NC 0.509 0.291 0.142
Burns (B) 0.586 NC 0.307 0.465 0.795 NC 0.599 0.701
Volcker (V) 0.635 0.534 NC 0.469 0.792 0.798 NC 0.628
Greenspan (G) 0.268 0.470 0.229 NC 0.250 0.572 0.252 NC
Benchmark regime 5 percent significance level
Whole sample NC 0.288 0.140 0.101 NC 0.263 0.117 0.069
Burns 0.468 NC 0.204 0.359 0.707 NC 0.462 0.594
Volcker 0.534 0427 NC 0.368 0.714 0.696 NC 0.531
Greenspan 0.168 0.326 0.136 NC 0.152 0.361 0.130 NC
Benchmark regime 1 percent significance level
Whole sample NC 0.032 0.018 0.041 NC 0.008 0.007 0.025
Burns 0272 NC 0.079 0.205 0.509 NC 0.239 0.393
Volcker 0.362 0.220 NC 0.231 0.547 0.480 NC 0.366
Greenspan 0.095 0.096 0.038 NC 0.042 0.035 0.015 NC

Note: NC is shorthand notation for not computed. Small sample critical values generated in Section
4 are used. The probability in each entry is formally defined as Pr (For > F{¥x | Fra > Fy{x)where
Frp denotes the computed Chow statistic for the monetary policy rule, For the corresponding statistic
for consumption, and XX the i’th percentile in the simulated distributions (90,95 or 99’th percentile)
under the null hypothesis. Under the null hypothesis, the Chow statistic follows the F-distribution with
k, T — 2k degrees of freedom where k is the number of parameter restrictions (here, k& = 4 for both

consumption and the Taylor rule) and T is the number of observations.
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Table 5 confirms the findings in Table 4: we see again that the power of the super
exogeneity test is unacceptably low in small samples, and the implied probabilities of
failing to reject the false null hypothesis that the Lucas critique is not relevant, are far
too high (in fact, they are actually slightly higher than those in Table 4 on average).

To sum up this section, it seems to be a robust finding in this model that the test for
super exogeneity have very low power in small samples - although we have given the test
the best possible environment for detecting the regime shifts - and hence is not able to

shed light on the practical importance of the Lucas critique in small samples.?

7 Conclusions

In this paper, I have tried to shed new light on why the Lucas critique has received
very little empirical support (see Ericsson and Irons, 1995). A standard real business
cycle model with a Taylor-type rule for nominal money (M1) growth was calibrated to
different Federal Reserve regimes (the periods in office of chairmen Burns, Volcker and
Greenspan). It was found that the super exogeneity test, which is used to identify the
relevance/nonrelevance of the Lucas critique in practice, does not have enough power in
small samples. This is a possible explanation why the Lucas critique has received very
little empirical support.

Given the results, why does the test fail? The most important reason seems to be
that the testing of super exogeneity involves the use of “conditional” models. In such
models, we do not condition on all shocks that hit the economy and affect parameter
stability. In the context of the analysis here, there are shocks to government expenditures
and technology that are not explicitly taken into account in the testing. The fact that
the test too often fail to rejects the false null hypothesis of parameter stability in money
demand/consumption given parameter instability in the monetary policy rule, might be

explained by shocks in government expenditures and technology which “neutralize” the

23 Since monetary policy rules nowadays normally are estimated on nominal interest rates, I have
also investigated this combination by estimating a standard Taylor rule R, = By + (4 (7 —7*) +
By (InY; —InY*) + B3Ry 1 + ef on simulated data and applied the super exogeneity test on this re-
lation together with (21)/(23). But since the results were qualitatively the same as those reported in
Table 4 and 5 (in fact, the properties of the super exogeneity test were slightly worsened in this setting),
they are not reported.

27



effects of the changes in monetary policy. This is one of the classical problems in time
series analysis that cannot be controlled for in real-world data. However, in the general
equilibrium framework used here, it is in fact possible to control for these effects by “going
back in time” and performing the super exogeneity test conditional on these shocks except
for the change in monetary policy rule.?* Although not reported in the paper, I carried out
this kind of experiment, and when controlling for the influences of other shocks on money
demand/consumption, the power of the super exogeneity test is substantially higher.?®

The tests reported here were based on samples of 100 and 200 observations (one
observation is one year). The test of super exogeneity only does marginally better with
the larger sample size, which is troublesome since 200 yearly observations comprise a
substantially greater amount of data than has been used so far in the empirical literature.
This is a clear indication that the sample size has to be increased considerably before the
test may work accurately.

To simplify the experiments conducted throughout the paper, it was assumed that the
regime shift in monetary policy, which takes place in the middle of the artificial samples,
is completely unanticipated and that the agents in the economy anticipate the new regime
to last forever. In real-world data, this assumption is likely to be invalid. In reality, it is
more likely that people gradually learn about the workings of a new regime and therefore
adjust their behavior gradually over time. This is problematical for a researcher who wants
to test for the empirical applicability of the Lucas critique on real-world data, because it
will be much harder for the super exogeneity test to judge the relevance/nonrelevance of
the Lucas critique in such a situation. Here, even though my simplifying assumption here
gives the super exogeneity test the best possible environment for revealing the empirical
importance of the Lucas critique, it nevertheless fails to do so accurately.

Another limitation of the paper is that I have implicitly assumed that regime shifts

in monetary policy do not affect the institutional design of the economy (that is, the

24 More precisely, “going back in time” means the following. Let {st}thl denote a vector valued
sequence of exogenous shocks (here government expenditures ey, ¢, technology €1, 7 and monetary policy

§) for a particular sample 1,2,...,T and {p, = M(ﬁ,gt)}le a realization of monetary policy given a
monetary policy rule (9) . By going back in time, the money demand/consumption function and the
monetary policy rule can be estimated on the same realization of shocks € by generating (different)
sequences of p for different monetary policy regimes ().

25 The results of this exercise are reported in Appendix B which is available on request from the author.
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one-period nominal wage contacting assumption in the model) and the cash-in-advance
constraint “as a social convention for using money”. The former assumption can be moti-
vated by the real-world observation that institutions, for example labor market arrange-
ments, change very slowly over time. Consequently, when testing for the Lucas critique
in practice, the effects of institutional changes should be of “second order”, while the
effects of monetary policy regime shifts examined in this paper should be of “first or-
der”.?® The latter assumption can be motivated by the fact that the considered changes
in monetary policy are relatively small. Cooley and Hansen (1989) also maintain this
assumption throughout their analysis, although they consider much larger variations in
monetary policy (e.g. they vary the inflation rate between —4 and 400 percent).

I have chosen to follow Judd and Rudebusch’s (1998) empirical classification of mone-
tary policy regimes in the U.S. An alternative would have been to adopt a more theoretical
approach, as in e.g. Rudebusch and Svensson (1998), by considering monetary policy rules
that are consistent with some kind of optimizing behavior of a central bank.?” T would be
very surprised, however, if this alternative approach would change the qualitative conclu-
sions regarding the properties of the super exogeneity test on small samples.?®

To sum up, the results in this paper suggest that more research on the properties
of the super exogeneity test is warranted before drawing the conclusion that the Lucas

critique is not empirically relevant for various economic relationships.

26 1f a sufficiently long period is covered (50 years or so), the effects of institutional changes may be
larger; see for instance Klas Fregert and Lars Jonung (1998). When considering the effects of the Lucas
critique here, however, T have in mind a shorter period (5 to 10 years or so).

2T That is, in this setting, by examining the coefficients 1, A, and Ay in the monetary policy rule (8)
that are consistent with a given loss function of the central bank.

28 1 have experimented with a quadratic loss function of the form L; =

i [(ﬂ't — 1)+ A(InY; —lnY*)Q} for the central bank for values of A equal to 0, 0.3, 1 and 5 as
in Svensson and Rudebusch (1998) and found that the qualitative conclusions were unaffected.
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Appendix A Data sources and definitions

In this appendix, I provide the sources of the data collected in Table A.1 below.

Table A.1: The data set.

Variables Sample period Source

GNP 1960Q1-1997Q)4 FRED database, Federal Reserve Bank of St. Louis
GEC 1960Q1-1997Q4 FRED database, Federal Reserve Bank of St. Louis
M1 1959Q1-1997Q4 FRED database, Federal Reserve Bank of St. Louis
POP 1960-1996 OECD Main Economic Indicators

CPI 1959Q)1-1997Q)4 FRED database, Federal Reserve Bank of St. Louis

Note: All real macroeconomic variables are measured in 1992 billion U.S. dollars. Abbreviations; GNP
denotes real (fixed, seasonally adjusted) gross national product; GEC real (chained, seasonally adjusted)
government consumption and investment; M1 (not seasonally adjusted) nominal money supply 1; CPI
(not seasonally adjusted) consumer price index; POP average U.S. population (for 1997, POP is set equal
to average gross growth rate times the value for 1996).

The transformations made to generate the variables used in Table 1 are displayed in

Table A.2.

Table A.2: Generation of composite quaterly data series.

Variable Sample period Calculation formula
InYy 1960Q1-1997Q1 In (GNP/POP)

0 1960Q1-1997Q4 In (M1,/M1,_4)

s 19600Q01-1997Q4 In (CPIL,;/CPI,_4)
InG 19600Q01-1997Q4 In (GEC/POP)

Note: To get measures of InY —InY™* and # — 7*, InY and 7 are then subject to Hodrick-Prescott
filtering with the smoothness coefficient A set to 1600.

To transform the quarterly data for In G in Table A.2 to yearly data, which are used
in (19), T added up all the quarterly observations within a year to get a yearly observation
and Hodrick-Prescott filtered the resulted series with the smoothness coefficient A set to
100. To compute measures of the ratio of government expenditures to output and the

growth rate in nominal money supply in steady state, g and u respectively, I computed

1 —1997Q4 1 —1997Q4
the sums 3 Zt:lQGOQl (GEC;/GNP;) and 152 Zt:l%OQl He-
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