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Abstract

We prove that in all finite generic extensive-form games of perfect information, a continuous-time best-response dynamic always converges to a Nash equilibrium component. We show the robustness of convergence by an approximate best-response dynamic: for any initial state and allowed approximate best-response dynamic, the state is close to the set of Nash equilibria most of the time. We also prove that in a perfect-information game where each player can move at only one node, all interior approximate best-response dynamics converge to the backward-induction equilibrium, which is hence the socially stable strategy in the game.
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1 Introduction

In uncoupled dynamics, a player’s strategy is independent of the payoff functions of the other players, but it need not be independent of the player’s own payoff function or the other players’ strategies. The rules of behavior in
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such situations are called *adaptive heuristics* (Hart, 2005), as they are simple, natural, and (possibly naively) payoff-improving. Some common adaptive heuristics are best-reply dynamics, better-reply dynamics, and fictitious plays.

Uncoupled dynamics are often applied to justify solution concepts in games. The question that is asked is, what dynamic process leads to what equilibrium, and in what kind of games. To answer this question, Hofbauer and Sandholm (2002) and Hart and Mas-Colell (2003) applied uncoupled dynamics to zero-sum games, potential games, dominance-solvable games, and more. They found that for these special classes of games, some uncoupled dynamics can guarantee convergence to the set of Nash equilibria. Hart and Mas-Colell (2005) later proved the general negative result that there exists no uncoupled dynamics that guarantees Nash convergence in all games.

In the present paper, we confine our attention to best-response dynamics. A best-response dynamic is often viewed as a basic and natural process when we studying long-run behavior in a repeated game. To be specific, in a game with large populations of boundedly rational individuals and limited information about the dynamic process, each player may refer to best replies according to her current state. On the one hand, populations are large and a deviation by a single player may have little effect on the aggregate behavior of the whole population at any time. On the other hand, due to the large size of population and the complexity of the dynamic process, it may not be worthwhile for a player to think about the feedback impact of her current strategy to her own future payoff. Therefore, a player may prefer her current optimal strategy to other strategies.

We adopt the definition of a continuous-time best-response dynamic formulated by a constant revision rate and myopic optimization, as in Gilboa and Matsui (1991), Matsui (1989) and Hofbauer (1995). Such dynamic can be viewed as a continuous-time analog to a fictitious play. In the following general result for extensive-form games, we apply the standard generic condition, as described in Section A.2.

**Main Result 1**: A continuous-time best-response dynamic converges to the set of Nash equilibria in all finite generic extensive-form games of perfect information.

Such continuous-time best-response dynamics have been extensively analyzed in various classes of games in strategic (or normal) form; see, e.g., the books of Cressman (2003) and Sandholm (2010). For extensive-form games of perfect information, Cressman (2003, p. 259) gives an interesting example of a centipede game of length 4 and shows that the subgame perfect
Nash equilibrium component is not asymptotically stable for a best-response dynamic. Therefore, the set of Nash equilibria in this game is not asymptotically stable. Cressman shows that a trajectory initially in the backward-induction equilibrium component deviates from the equilibrium component for a period of time. However, at the initial state given by Cressman, the distribution of the local behavior strategy at the final decision node in the example game is entirely on a dominated strategy, which will be corrected in the long run if the final node is reached. Therefore, regardless of whether the final node is reached or not, the dynamic should behave in the long run as in a centipede game of length 3, and the trajectory should converge to the backward-induction equilibrium component.

“Convergence of best-response dynamics in extensive-form games of perfect information is an open problem,” Cressman (2003) writes, “even in the case where there is a unique Nash equilibrium component.” We dispense with this condition, and prove that a best-response dynamic converges to a Nash equilibrium component at the exponential decay rate, in any finite generic extensive-form game of perfect information.

Cressman and Schlag (1998) show in a finite generic extensive-form game of perfect information that a replicator dynamic converges to a Nash equilibrium. However, this result can only be applied to an interior dynamic. For any replicator dynamic with an initial state in a pure strategy profile, the trajectory will stay at the initial state forever.

Unlike a replicator dynamic, a best-response dynamic is not a regular selection dynamic, and the solution trajectory may not be unique. To be more specific, the strategy adjustment rate may not be continuous, and there may be multiple best-reply strategies for a player at some time. When the state is in the basin of attraction to a Nash equilibrium component, the projection distribution of some player’s strategies may remain unchanged in a subgame off the equilibrium path. If that distribution generates multiple best replies from other players, the strategy distribution of those players may “drift” freely. (See the game in Figure 2 for an example.) Hence, we cannot guarantee the convergence of an (interior) dynamic to any particular Nash equilibrium in this case.

In our setup, we can only guarantee the convergence of a best response dynamic to a Nash equilibrium component, which is a set of Nash equilibria with the same outcome. In Section 2, we define a quasi-strategy to be a class of pure strategies such that the outcome in the game is the same regardless of the strategies used by the other players. A quasi-strategy only consists of the sequence of moves that the player may be called upon to play. If a player has already deviated from the play through a node \( n \) at one of the predecessors of node \( n \), then the player knows that that node will not be reached by any
means. Therefore, she does not need to consider her moves after \( n \). From a dynamic point of view, only the moves included in a quasi-strategy matter for the movement of the trajectory. For perfect-information games without chance nodes, a quasi-strategy is also a strategy in the semi-reduced normal-form game; see Lemma A.1.

To show that the convergence of the best-response dynamic in Main Result 1 is robust, we consider an approximate best-response dynamic adapted from the \( \epsilon \)-accessible path defined in Gilboa and Matsui (1991). This is a weaker version of a best-response dynamic, in the sense that a limitation is imposed on the players’ ability to recognize the current state. Therefore, the direction at each point of the trajectory may not be a best response to the current state, but rather a best response to a different strategy profile very close to the current state. For this more general dynamic, it is not true that an approximate best-response dynamic always converges to the set of Nash equilibria; see the game in Figure 3 for an example. However, we can show that the trajectory comes close to the set of Nash equilibria most of the time.

**Main Result 2:** An approximate best-response dynamic converges in a weaker sense to the set of Nash equilibria in all finite generic extensive-form games of perfect information: the state is close to the set of Nash equilibria most of the time.

In Section 4 we will formalize the definition of the approximate best-response dynamic. Benaim and Weibull (2003) applied this notion of weak convergence to a stochastic model, and called the time fractions of convergence there the empirical visitation rate. Young (2009) also applied this notion of weak convergence to show that behavior in so-called interactive trial and error learning comes close to a Nash equilibrium most of the time. We prove in our setup that an approximate best-response dynamic converges to the set of Nash equilibria in this weak sense whatever the initial state and whatever the exact change of direction in the specified neighborhood of the current state at any time.

For the technical part, we show that the distribution of plays converges to a single play in a best-response dynamic, and, moreover, that play is an equilibrium path. For an approximate best-response dynamic, we apply induction to the number of decision nodes in our proof. Note that the set of Nash equilibria may change in the induction step. To avoid the discussion on such possible change of the set of Nash equilibria, we show by induction that most of the time the distribution of plays concentrates on a single play, which is an equilibrium path in the game we are studying.

Since the backward-induction equilibrium is traditionally regarded as the
rational solution in an extensive-form game of perfect information, it is natural to ask whether the (approximate) best-response dynamic converges to the backward-induction equilibrium. The answer to the general situation is no, as we will see in the game in Figure 3. However, in the case where each player can move at only one node, the convergence of an interior dynamic in Main Result 1 is indeed to the backward induction equilibrium. To see this, note that the mixed strategy of a player is a distribution of all moves directed from the same node, say \( n \). If, in all subgames after \( n \), the projection distribution in the state is close to the backward induction equilibrium in the subgame, then the dominating move at \( n \) in the dynamic is the backward-induction move in the subgame rooted at \( n \). This dominating move at \( n \) is the direction of the change for this player from then on.

For any finite generic extensive-form game of perfect information, given any initial state we can find an approximate best-response dynamic such that the trajectory converges to the backward induction equilibrium. We observe that when the probability of any non-backward-induction move at some node is small enough, we can then assume that the player plays the backward-induction move at that node at that time in an approximate best-response dynamic. We then apply induction to complete the proof.

Gilboa and Matsui (1991) introduce the definitions of a cyclically stable set and a socially stable strategy. These stability notions incorporate the idea that if the perturbation tendency of state recognition is observed, then people are likely to follow this behavior pattern and the dynamic may turn out to be a positive feedback process. Some Nash equilibria in an extensive-form game may not be stable (cyclically or socially) in an approximate best-response dynamic. We show that in any finite generic extensive-form game of perfect information, the backward-induction equilibrium belongs to the cyclically stable set. If each player can move at only one node, then the backward-induction equilibrium is the only socially stable strategy in the game.

2 The Model

We adopt the standard definition of a finite extensive-form game of perfection information; see, e.g., Kreps (1982), Hart (1992) and Ritzberger (2002). The main contribution here is the introduction of the quasi-strategy, i.e., a class of strategies with an equivalent outcome.

Given a set \( N \) of finitely many nodes, we define a partial-order binary relation \( \prec \) on \( N \) that represents precedence. We further suppose an initial node \( n^0 \) as a predecessor of all other nodes in \( N \). Such \((N, \prec)\) defines a tree \( T \), and we call \( n^0 \) the root of \( T \). We define the immediate-predecessor
function $\psi : N \to N$ such that
$$\psi(n') = \max\{n : n < n'\} \ \forall n' \in N \setminus \{n^0\}$$
and $\psi(n^0) = \emptyset$. Let $\Psi$ be the predecessor function $\Psi : N \to 2^N$ with
$$\Psi(n') = \{n \in N : n < n'\}.$$ 

We denote $\psi^{-1}$ to be the immediate-successor function. Thus, $\psi^{-1}(n) = \{n' \in N : n = \psi(n')\}$ for all $n$ in $N$. The successor function $\Psi^{-1}$ can be similarly deduced. We call a node $n$ a terminal node if $\psi^{-1}(n) = \emptyset$, and write $N_t := \{n \in N, \psi^{-1}(n) = \emptyset\}$.

We say that a sequence $\{n_1, ..., n_t\}$ of nodes is a subplay in the tree $T$ if $n_{j-1} = \psi(n_j)$ for all $1 < j \leq t$. If $n_1 = n^0$ and $n_t \in N_t$, then it is called a play. Denote the set of all plays by $H$.

We define a $k$-player extensive-form game of perfect information on the finite tree $(N, \prec)$. Denote by $\mathcal{N} = \{\Lambda^0, \Lambda^1, ..., \Lambda^k\}$ a partition of $N \setminus N_t$, and call it the assignment of decision nodes. The members of $\Lambda^0$ are called chance nodes; for each $i \leq k$, the members of $\Lambda^i$ are called the nodes of player $i$. Given a node $n \in N$, we put $\lambda(n)$ as the indicator of which player moves on this node. Hence $\lambda(n) = i$, if $n \in \Lambda^i$. For chance nodes, define $\tau : \psi^{-1}(\Lambda^0) \to [0, 1]$ to be a probability distribution function such that
$$\sum_{n' \in \psi^{-1}(n)} \tau(n') = 1 \ \forall n \in \Lambda^0.$$ 

We define a vector $v = (v^1, ..., v^k)$ such that each $v^i : H \to \mathbb{R}$ is a Bernoulli function of player $i$ for all $1 \leq i \leq k$. Since there is an one-to-one correspondence between $N_t$ and $H$, we may abuse the notation and write $v^i(n) = v^i(h)$ when $n \in h \cap N_t$. We call the quadruple $(T, \mathcal{N}, \tau, v)$ an extensive-form game $\Gamma$ of perfect information.

For each player $i$, a (pure) strategy $a^i$ assigns a successor to each node in $\Lambda^i$. Hence $\psi(a^i(n)) = n$ for all $n$ in $\Lambda^i$. Denote the set of pure strategies of player $i$ by $A^i$, and the set of pure-strategy profiles by $A = \prod_{i=1}^{\kappa} A^i$. We denote the probability distribution of play in game $\Gamma$ for a pure strategy profile $a$ to be a function $\rho_a : H \to [0, 1]$ with $\sum_{h \in H} \rho_a(h) = 1$. (Note that $H$ is finite.) Given a node $\bar{n}$, we denote $H_{\bar{n}} := \{h \in H : \bar{n} \in h\}$ and say that the node $\bar{n}$ is connected (or reached) under a pure strategy profile $a$ if
$$\sum_{h \in H_{\bar{n}}} \rho_a(h) > 0. \quad (2.1)$$
When $\Lambda^0 = \emptyset$, given such a pure strategy profile $a$ in $A$, we can find a play $h = \{n_0, n_1, ..., n_m\}$ such that $\rho_a(h) = 1$, $n_0 = n^0$, and

$$n_{i+1} = a^{(n_i)}(n_i) \forall 0 \leq i < m.$$  
(Hence the last node $n_m \in N_t$.)

The set of mixed strategies for player $i$ is defined as

$$X^i := \Delta(A^i) = \{\sigma = (\sigma^i(a))_{a \in A^i} : \sigma^i(a) \geq 0 \forall a \in A^i \text{ and } \sum_{a \in A^i} \sigma^i(a) = 1\}.$$  
(2.2)

Hence a mixed strategy $x^i$ is a vector of probabilities assigned to each pure strategy in $A_i$. The set of mixed-strategy profiles is denoted by $X = \prod_{i=1}^k X^i$.

We call the induced probability distribution of a mixed-strategy profile $x$ over plays in $T$ the outcome of $x$. Note that a pure-strategy profile $a$ generates a payoff vector $u(a) = \sum_{h \in H} \rho_a(h)v(h)$. We can linearly extend it to a mixed-strategy profile $x$:

$$u(x) = \sum_{a \in \text{supp}(x)} \left( \prod_{a' \in a} x^i(a') \right) u(a).$$  
(2.3)

A mixed-strategy profile $x$ is a Nash equilibrium of the game $\Gamma$ if

$$u^i(x) \geq u^i(y^i, x^{-i})$$

for every $i \leq k$ and every $y^i \in X_i$, where $x^{-i} := (x^j|1 \leq j \leq k, j \neq i)$. We denote by $NE$ the set of all Nash equilibria.

A subtree rooted at a node $n$ is the truncated tree $(\Psi^{-1}(n) \cup \{n\}, \prec)$. A subgame rooted at node $n$ is the corresponding subtree with the projection assignment of decision nodes and the payoff function. We denote this subgame by $\Gamma_n$, and denote the set of all nodes in $\Gamma_n$ by $N(\Gamma_n)$. A Nash equilibrium is a backward-induction equilibrium (also called subgame-perfect equilibrium) if it induces a Nash equilibrium in all subgames. Kuhn proved in Kuhn (1953) that there always exists a pure backward-induction equilibrium, constructed from the terminal nodes and going towards the root. In this paper, we consider a generic finite $k$-player game $\Gamma$ in extensive form with perfect information. Under the generic assumption, the backward-induction equilibrium in $\Gamma$ is unique.

For a mixed strategy profile $x$, we say that a node $\bar{n}$ is connected under $x$ if there exists a pure strategy profile $a$ with non-zero probability in $x$ such that node $\bar{n}$ is connected under $a$. A realized play of a Nash equilibrium is also called an equilibrium path.
In an extensive-form game, two different pure strategies for the same player always induce the same probability distributions over plays, if they differ only at disconnected nodes (cf. Proposition 4.1 in Ritzberger (2002)). This observation suggests a lower-dimensional representation of an extensive-form game. We call two pure strategies $a_i^1$ and $a_i^2$ for player $i$ *outcome equivalent* and write $a_i^1 \sim a_i^2$ if, with every combination $a^{-i}$ of strategies for the other players, the outcomes generated by these two strategies are always the same, i.e.,

$$\rho(a_i^1, a^{-i})(h) = \rho(a_i^2, a^{-i})(h) \ \forall h \in H \ \forall a^{-i} \in A^{-i}. \tag{2.4}$$

Such a relationship of outcome equivalence generates for each player $i$ a partition $B_i$ of the set $A_i$. That means:

1. The union of all sets in $B_i$ equals $A_i$.
2. Given any $b^i$ in $B_i$, for any two strategies $a_i^1, a_i^2 \in b^i$, (2.4) holds.

Thus, each $b^i$ is an equivalence class, and we call $B_i$ the set of *pure quasi-strategies* of player $i$, and the set of *pure quasi-strategy profiles* is defined as $B := \prod_{i=1}^k B_i$. Given a pure quasi-strategy profile $b = (b^1, ..., b^k)$, we can find a pure strategy profile $a = (a^1, a^2, ..., a^k)$ with $a^i \in b^i$ for all $1 \leq i \leq k$, and we define the payoff vector of profile $b$ as $u(b) := \sum_{h \in H} (\rho_a(h))v(h))$. The set of *mixed quasi-strategies* and the payoff vector of a mixed quasi-strategy profile can be defined analogously to (2.2) and (2.3), respectively. Nash equilibria can also be defined using quasi-strategies. In this paper we use quasi-strategies to define the state space. When there is no ambiguity, we may simply refer to a quasi-strategy as a strategy, and denote the set of mixed quasi-strategies of player $i$ by $X^i$.

For instance, given the game $\bar{\Gamma}$ in Figure 1, a pure strategy of player I that includes the move $\alpha_1$ at the root must also specify the move she would play at the bottom node. We do not, however, specify the move at the bottom node for a quasi-strategy, as it is impossible to reach the bottom node in that case. Hence, in this one-player game, there are only three quasi-strategies corresponding to $\alpha_1$, $\alpha_2$, and $\alpha_3$, respectively, in our framework. See Appendix A.1 for a comparison between the partition generated from outcome equivalence and the standard representation of reduced normal form for an extensive-form game: outcome equivalence is defined on the realization of outcome, while a reduced normal-form strategy concerns the payoff equivalence.

If we would like to emphasize that a notation is with respect to a game $G$, then we add $(G)$ after the notation, e.g., $N(G)$, $N_i(G)$, etc.
3 Continuous-Time Best Response Dynamics

Given a player $i$ in a $k$-player extensive-form game $\Gamma$ of perfect information, for any mixed quasi-strategy profile

$$x = (x^i)_{1 \leq i \leq k} \in \times_{1 \leq i \leq k} \Delta(B^i),$$

let $BR^i(x)$ be the set of best responses in a pure quasi-strategy for player $i$, i.e.,

$$BR^i(x) = \arg\max_{b^i \in B^i} u^i(b^i, x^{-i}). \quad (3.1)$$

The sequence $((x^i_t)_{1 \leq i \leq k})_{t \in \mathbb{N}}$ is a discrete-time fictitious play if

$$x^i_1 \in \Delta(B^i) \quad \text{and} \quad x^i_{t+1} = \frac{tx^i_t + g^i_t}{t+1}$$

for all $1 \leq i \leq k$ and all $t \geq 1$ where $g^i_t \in BR^i(x_t)$. Cressman proves that a discrete-time fictitious play converges to $NE$ in a finite generic extensive-form game of perfect information; see Theorem 8.2.9 in Cressman (2003).

From (3.1), it follows that $x_{t+1} - x_t = (g_t - x_t)/(t+1)$. If we equate this difference to $\dot{x}|_t$, we obtain a nonautonomous system due to the factor $1/(t+1)$. We can ignore this factor and define the (continuous-time) best-response dynamic as a process $(x_t)_{t \geq 0}$ with

$$\dot{x}^i = g^i - x^i \quad (3.2)$$

for some $g^i \in BR^i(x)$. So $\dot{x}^i \in BR^i(x) - x^i$. Up to a rescaling of time, which does not affect the shape of the trajectory, we reach the so-called continuous fictitious play:

$$\dot{x}^i \in BR^i(x) - x^i / t.$$

Note that the two continuous-time dynamic processes above are differential inclusions. Since the best-response correspondence is upper-semi-continuous
with closed and convex values, a solution through a given initial state exists, though it is not necessarily unique; see, e.g., Aubin and Cellina (1984).

**Remark:** In the literature, it is also common that $BR^t(x)$ in (3.1) is defined to be a subset of $X^t$. It can be shown that all conclusions in this paper still hold for the more general definition.

We prove the following general convergence result. For a subset $S \subseteq X$ of mixed quasi-strategy profiles, denote the $\epsilon$-neighbourhood of $S$ by $S[\epsilon]$. We apply the supremum norm here. That is, $x \in S[\epsilon]$ if and only if there exists a $y \in S$ such that, for all $i$ with $1 \leq i \leq k$ and all $b^i \in B^i$,

$$|x^i(b^i) - y^i(b^i)| \leq \epsilon.$$

**Theorem 3.1.** Given a finite generic extensive-form game of perfect information without chance nodes, any best-response dynamic $(x_t)$, or continuous-time fictitious play converges to a Nash equilibrium component. That is, for any $\epsilon > 0$, any initial state $x_0$, and a best-response dynamic $(x_t)_{t \geq 0}$, there exists a Nash equilibrium component $EC$ and a time $\tau > 0$ such that for all $t > \tau$

$$x_t \in EC[\epsilon].$$

**Remark 1:** A best-response dynamic converges to only one Nash equilibrium component. To see this, take a sufficiently small $\epsilon$ in the above theorem.

**Remark 2:** For simplicity, we consider only extensive-form games without chance nodes here. If we drop this condition, the result still holds under the generic assumption.

In the extensive-form game $\Gamma$, if a move is included in any best-reply quasi-strategy for only a finite period of time, then in the solution trajectory, $x_t(b)$ is decreasing to zero for any quasi-strategy $b$ including that move. Therefore, we only need to focus on a play $(n_1, n_2, ..., n_i)$ such that each move $(n_j, n_{j+1})$ along the play is part of a best-reply quasi strategy for an infinitely long time, and we call such a play a perpetually realized play. We can show that a perpetually realized play exists and is unique. Therefore, the trajectory of the best-response dynamic converges to the set of strategy profiles that generate that special play. We then prove by contradiction that the perpetually realized play is a path of a Nash equilibrium component.

### 3.1 Notations and preliminary results

Suppose that there are $\kappa := |N_t|$ terminal nodes in the generic $k$-player extensive-form game $\Gamma$. We enumerate the attached payoffs to each player.
in order, respectively, as \((v^i_1, \ldots, v^i_\kappa)\) for all \(i\) with \(1 \leq i \leq k\) such that the superscripts specify the players and \(v^i_m > v^j_n\) for all \(m < n, 1 \leq i \leq k\). We can find a positive number \(\delta\) such that for all \(i\) with \(1 \leq i \leq k\) for all \(j \leq \kappa\)

\[
(1 - \delta)v^i_{(j)} + \delta v^i_{(1)} < (1 - \delta)v^i_{(j-1)} + \delta v^i_{(\kappa)}.
\]

(3.3)

That is, player \(i\)’s preference over terminal nodes remains unchanged, even if there is uncertainty of probability \(\delta\) over which terminal node is finally reached. We fix such a \(\delta\) for the proof later.

For a pure quasi-strategy \(b^i\) of player \(i\), we can denote its domain as \(\tilde{N}_{b^i}\). Hence \(n \in \tilde{N}_{b^i}\), if, for all nodes \(n' \in \psi(n) \cap \Lambda^i\), \(b^i(n') \in \psi(n) \cup \{n\}\). That is, if a player \(i\) moves towards a node \(n\) from every predecessor node where she could play, then player \(i\) should also specify her move at node \(n\). Therefore a pure quasi-strategy \(b^i\) of player \(i\) in \(\Gamma\) can be represented by a sequence of moves as

\[
S(b^i) := \{(n, b^i(n)) : n \in \tilde{N}_{b^i}\}.
\]

(3.4)

Given a player \(i\) and a pair of nodes \((n_1, n_2)\) with \(n_1 \in \Lambda^i\) and \(n_2 \in \psi^{-1}(n_1)\), we denote by \(B^i(n_1, n_2)\) the set including all pure quasi-strategies \(b^i\) with the property \(b^i(n_1) = n_2\). (Note that some strategy of player \(i\) may require \(n_1 \notin \tilde{N}_{b^i}\).) Given any such pair of nodes above, for a mixed quasi-strategy \(x^i = (x^i(b^i))_{b^i \in B^i}\) (recall that \(x^i(b^i) \geq 0\) and \(\sum_{b^i \in B^i} x^i(b^i) = 1\)), define

\[
y(n_1, n_2) := \sum_{b^i \in B^i(n_1, n_2)} x^i(b^i)
\]

(3.5)

and \(y(n_1) := \sum_{n_2 \in \psi^{-1}(n_1)} y(n_1, n_2)\). Thus \(y(n_1)\) is the probability that player \(i\) plays at node \(n_1\), and \(y(n_1, n_2)\) is the probability that player \(i\) moves from node \(n_1\) to node \(n_2\). Let \(x(n_1, n_2) := y(n_1, n_2)/y(n_1)\), when \(y(n_1) > 0\). For a node \(n_1\) with \(y(n_1) > 0\), we call the distribution \((x(n_1, n_2))_{n_2 \in \psi^{-1}(n_1)}\) the local behaviour strategy of player \(i\) at node \(n_1\). For a play \(h = (n_0, n_1, \ldots, n_{|h|})\) with \(n_{j-1} = \psi(n_j)\) for all \(0 < j \leq |h|\), we can denote the probability of \(h\) followed in game \(\Gamma\) for a quasi-strategy profile \(x\) by

\[
\rho_x(h) := \begin{cases} 
\prod_{0 < j \leq |h|} x(n_{j-1}, n_j) & \text{if } x(n_{j-1}, n_j) \text{ defined } \forall j \leq |h| \\
0 & \text{otherwise}.
\end{cases}
\]

In a dynamic process, we sometimes write \(\rho_t(h)\) as a shorthand for \(\rho_{x^t}(h)\).

Given a subtree \(\Gamma_n\) with root \(n\), for a pure quasi-strategy \(b^i\) of player \(i\), the projection quasi-strategy \(b^i(\Gamma_n)\) in \(\Gamma_n\) is the subsequence

\[
((n', b^i(n')) : n' \in \tilde{N}_{b^i} \cap N(\Gamma_n))
\]
in $S(b')$. (Recall that $N(\Gamma_n)$ contains all nodes in the subtree $\Gamma_n$.) We can then define a projection mixed quasi-strategy as a distribution in $\{b'(\Gamma_n)\}_{b' \in B'}$.

Given a pair of nodes $(n, n')$ with $n = \psi(n')$, we define the Lebesgue integral
\[
f(n, n') := \int_0^\infty 1_{(n, n') \in S(g'_i)} \, dt \tag{3.6}
\]
where player $i = \lambda(n)$ and $g'_i$ is defined in the best-response dynamic (3.2).

(Recall that $1$ is the indicator function.)

We give a straightforward lemma below without proof.

**Lemma 3.2.** Given a finite generic extensive-form game $\Gamma$ of perfect information, we suppose that $(x_t)_{t \geq 0}$ is a best-response dynamic. We further assume that for a pair of nodes $(n, n')$ with $\psi(n') = n$ where player $i$ plays at node $n$, $n \notin N_{gi}^t$ or $g'_i(n) \neq n'$ for all best-response strategies $g'_i \in BR^t(x_t)$ at time $t$. Then
\[
\dot{x}^i(\Gamma_n)|_{\bar{t}} = 0, \quad \forall \bar{t} \geq 0, \tag{3.7}
\]
where $x^i(\Gamma_n')$ is the projection distribution of the quasi-strategy of player $i$ in the subgame $\Gamma_n'$. If the assumption condition on $(n, n')$ is valid for all $t \geq 0$, then
\[
x_t(n_1, n_2) = x_0(n_1, n_2)e^{-t} \tag{3.8}
\]
for any pair of nodes $(n_1, n_2)$ with $n_1 \in (\psi^{-1}(n') \cup \{n'\}) \cap \Lambda^t$ and $n_1 = \psi(n_2)$ and for all $t > 0$.

If $n \in N_{gi}^t$ and $g'_i(n) = n'$ at any $\bar{t} \geq 0$, then for all nodes $\bar{n}$ in $\psi^{-1}(n) \setminus \{n'\}$
\[
\left(\frac{x_t(n, n')}{x_t(n, \bar{n})}\right)'_{\bar{t}} = \frac{1}{x_t(n, \bar{n})}. \tag{3.9}
\]

### 3.2 Proof of Theorem 3.1

Under a best-response dynamic, we would like to find and focus on a play that is followed with probability close to 1 in the long run.

**Lemma 3.3.** For a pair of nodes $(\bar{n}, n')$ with $\bar{n} = \psi(n')$ and $f(\bar{n}, n') = +\infty$, there is a set $N_{\bar{n}}^a \subseteq \psi^{-1}(\bar{n}) \setminus \{n'\}$ with $f(\bar{n}, n) < +\infty$ for all $n \in N_{\bar{n}}^a$. Then, for every $\epsilon > 0$, there exists a time $t_{\bar{n}}$ such that
\[
\forall t > t_{\bar{n}}, \quad \sum_{n \in N_{\bar{n}}^a} x_t(\bar{n}, n) < \epsilon x_t(\bar{n}, n'). \tag{3.10}
\]
Proof. Denote the player who moves at node $\tilde{n}$ by player $i$. From the definition of $f$ in (3.6), it follows that for every $\mu > 0$ there exists a time $t(\mu)$ such that
\[
\sum_{n \in N_{\tilde{n}}} \int_{t(\mu)}^{\infty} \mathbf{1}_{\{t: (\bar{n}, n) \in S(g_i)\}} dt < \mu.
\]
The desired result follows from (3.7) and (3.9). \hfill \Box

Lemma 3.4. There exists a play $h = (n_1, ..., n_{|h|}) \in H$ (with $n_{j-1} = \psi(n_j)$) such that $f(n_i, n_{i+1}) = +\infty$ for all $i$ with $1 \leq i < |h|$. We call such a play a perpetually realized play.

Proof. This follows from the definition of a quasi-strategy (see the definition of $S(b_i)$ in (3.4)) and the finiteness of the game tree. \hfill \Box

Lemma 3.5. There is only one perpetually realized play $h_r = (n_1, ..., n_{|h_r|})$ in $\Gamma$. Given an $\epsilon > 0$, we denote $\hat{\epsilon} = (\delta \epsilon)/(8|N|)$. For every $\epsilon > 0$ there exists a time $t(\epsilon)$ such that
\[
\rho_t(h_r) > 1 - \hat{\epsilon}
\]
for all $t > t(\epsilon)$.

Proof. We first prove by contradiction that there is only one perpetually realized play. Assume that there are $j > 1$ perpetually realized plays. Then we can find two perpetually realized plays $h^1$ and $h^2$ such that for some integer $c$, the following properties hold.

1. $n_i^1 = n_i^2$ for all $1 \leq i \leq c$; we let $n_c := n_c^1 = n_c^2$.

2. $n_{c+1}^1 \neq n_{c+1}^2$.

3. for any other perpetually realized play $h_r$, $(h_r \setminus \{n_c\}) \cap N(\Gamma_{n_c}) = \emptyset$.

(Recall that $N(\Gamma_{n_c})$ denotes the set of all nodes in the subgame rooted at node $n_c$.) From Lemma 3.3, we know that there exists a finite time $\bar{t}$ such that
\[
\forall t > \bar{t}, \forall j = \{1, 2\}, \forall i \geq c, x_i(n_i^1, n_{i+1}^1) > 1 - \hat{\epsilon}.
\]

Denote the player who moves at node $n_c$ by player $l$. For any $t > \bar{t}$, for a pure quasi-strategy $b^l$ in $B^l$ with $b^l(n_i^1) = n_{i+1}^1$ for all $n_i^1 \in \Lambda^l$,
\[
N\hat{\epsilon}v^{(l)}_1 + (1 - N\hat{\epsilon})v^l(h^1) < u^l((b^l, x_{\bar{t}}^{-1})(\Gamma_{n_c})) < N\hat{\epsilon}v^{(l)}_1 + (1 - N\hat{\epsilon})v^l(h^1),
\]
where $u^l(b^l, x_{\bar{t}}^{-1}(\Gamma_{n_c}))$ is the expected payoff of player $l$ for strategy $b^l$ at time $t$ conditional on reaching node $n_c$. 

Similarly, for any $t > \bar{t}$, for a pure quasi-strategy $\bar{b}'$ in $B^l$ with $\bar{b}'(n^2_t) = n^2_{t+1}$ for all $n^2_t \in \Lambda^l$,

$$N\hat{\epsilon}v^l_0 + (1 - N\hat{\epsilon})v^l(h^2) < u^l((\bar{b}', x^{-1}_t)(\Gamma_{nc})) < N\hat{\epsilon}v^l_{(1)} + (1 - N\hat{\epsilon})u^l(h^2). \quad (3.13)$$

Since $N\hat{\epsilon} < \delta$, we infer from (3.12), (3.13), and (3.3) that

$$u^l(b', x^{-1}_t(\Gamma_{nc})) \neq u^l(\bar{b}', x^{-1}_t(\Gamma_{nc}))$$

for all $t > \bar{t}$. Hence, the definition of best-reply strategy $g^i_t$ requires that $f(n_{c}, n^1_{t}) = +\infty$ and $f(n_{c}, n^2_{t}) = +\infty$ cannot both hold. Therefore there are at most $j - 1$ perpetually realized plays, a contradiction.

If there is only one perpetually realized play, then (3.11) follows straightforwardly.

Lemma 3.6. Given any $\epsilon < 1/2|N|$, for the perpetually realised play $h_r = (n_1, ..., n_{|h_r|})$, there are infinitely many times $t > t(\epsilon)$, where $t(\epsilon)$ is defined in Lemma 3.5, such that

$$\dot{x}(n_j, n_{j+1})|_t \geq 0 \quad \forall \quad j \text{ with } 1 \leq j < |h_r|. \quad (3.14)$$

Proof. We apply Lemma A.4, which considers a more general definition of a $\mu$-dynamic. A best-response dynamic is a 0-dynamic. For the formal definition of a $\mu$-dynamic, see to Definition 4.1.

Lemmas A.2 and A.3 in the Appendix show that if a play $h$ is not an equilibrium path, then there exists at least one node $n$ in $h$ such that, in any state where all players follow the play $h$, a deviation from the node $n$ can give the player who plays at $n$ an extra payoff bounded away from zero.

We show below that if the distribution of the outcome in any state is close enough to and moving towards a single play, then that play is an equilibrium path.

For the $k$-player game $\Gamma$, let

$$c := \min_{i=1}^{k} \left\{ \min_{l=1}^{n-1} \{ v^i_l - v^i_{l+1} \} \right\}, \quad (3.15)$$

and

$$\bar{\epsilon} := \min \left\{ c, \frac{c}{\max_{i=1}^{k} \left( 2v^i_{(1)} - 2v^i_{(\sigma)} \right)} \right\}.$$
Lemma 3.7. For any 
\[ \epsilon < \bar{\epsilon}, \]  
(3.16)
if both (3.11) and (3.14) hold for the perpetually realized play \( h_r \) in \( \Gamma \) at some time \( t \), then \( h_r \) is an equilibrium path in \( \Gamma \).

Proof. Given the play \( h_r = (n_1, ..., n_{|h_r|}) \), we define \( X(h_r) \) to be the set of mixed strategy profiles \( x \) with \( x(n_j, n_{j+1}) = 1 \) for all \( 1 \leq j < |h_r| \). (Recall that \( x(n_j, n_{j+1}) \) is the probability of moving from \( n_j \) to \( n_{j+1} \) in the local behavior strategy at node \( n_j \).)

We consider a time \( t \) when both (3.11) and (3.14) hold. We modify \( x_t \) to an \( \hat{x} \in X(h_r) \) such that

1. \( \hat{x}(n_j, n_{j+1}) = 1 \) for all \( 1 \leq j < |h_r| \);
2. \( \hat{x}(n', n'') = x_t(n', n'') \) for all \( (n', n'') \) with \( n' \notin h_r \), \( x_t(n', n'') \) defined, and \( \lambda(n') \neq \lambda(\hat{\psi}(n')) \) in which \( \hat{\psi} := \min\{q : \psi^q(n') \in h_r\} \). (Roughly speaking, the last condition above means that the player who moves at node \( n' \) is not the player who can deviate from \( h_r \) towards node \( n' \).)

Therefore the behavior strategy of each player in \( \hat{x} \) is well defined, and \( \hat{x} \) is in \( X(h_r) \).

Suppose \( h_r \) is not an equilibrium path; we pick a deviation node \( n_j \) in \( h_r \) as defined in Lemma A.2, and denote the player who moves at \( n_j \) by player \( i \). We then take a pure quasi-strategy \( g_{\hat{x}^{-i}} \) of player \( i \), defined in (A.3), which is a best reply of player \( i \) against \( \hat{x}^{-i} \) under the constraint of a move at node \( n_j \) towards a node different from \( n_{j+1} \). From (3.11), we may infer

\[ u^i(x_t) < \epsilon v^i_{(1)} + (1 - \epsilon) v^i(h_r); \]  
(3.17)
\[ u^i(g_{\hat{x}^{-i}}, x_t^{-1}) > \epsilon v^i_{(a)} + (1 - \epsilon) \hat{u}(\hat{x}^{-i}), \]  
(3.18)
where \( \hat{u}(\hat{x}^{-i}) \) is the payoff to player \( i \) for \((g_{\hat{x}^{-i}}, \hat{x}^{-i})\). We also deduce from (A.5) in Lemma A.3 and (3.15) that

\[ \hat{u}(\hat{x}^{-i}) - v^i(h_r) \geq c. \]  
(3.19)

From (3.16), it follows that

\[ \epsilon < \frac{c}{(2v^i_{(1)} - v^i(h) - v^i_{(a)})}. \]

Therefore

\[ \epsilon (v^i_{(1)} + \hat{u}(\hat{x}^{-i}) - v^i(h_r) - v^i_{(a)}) < c. \]  
(3.20)
From (3.17), (3.18), (3.19), and (3.20), it follows that
\[ u^i(x) < u^i(g_{k_1}, x^{-1}). \]

Hence (3.14) does not hold at time \( t \), a contradiction. \( \square \)

Rigorously speaking, the convergence of the distribution of plays to an equilibrium path is not equal to the convergence of the trajectory to the corresponding equilibrium component. One needs to show that from some time on, the behavior-strategy distribution off the equilibrium path either confines the state in the basin of attraction to that equilibrium component, or not far away from the projection distribution of a strategy profile in the equilibrium component.

If (3.14) always holds from some time \( t \), then it follows from (3.7) and (3.8) that both (3.11) and (3.14) hold for \( h \) from that \( t \) on. Even if (3.14) is sometimes not true, it is true most of the time and the state is always in the \( \epsilon \)-neighborhood of the equilibrium component whose path is the perpetually realized play.

**Proof of Theorem 3.1.** Without loss of generality, we take an
\[ \epsilon < \min\{1/|N|, \bar{\epsilon}\}. \]

By Lemmata 3.5, 3.6, and 3.7, there exists a time \( \bar{t} > t(\epsilon) \) such that both (3.11) and (3.14) hold for an equilibrium path \( h \). Denote the equilibrium component with equilibrium path \( h \) by \( EC \). Therefore \( x_\bar{t} \in EC[\bar{\epsilon}] \).

If there exists a time \( \tilde{t} \) as the infimum of time \( t > \bar{t} \) such that (3.14) does not hold at time \( t \), then there must exist a time \( \tilde{t} \) as the infimum of time \( t > \bar{t} \) such that (3.14) holds at time \( t \). Recall that for any edge \((n_j, n_{j+1})\) in \( h \), if \( \dot{x}(n_j, n_{j+1}) < 0 \), then \( \dot{\rho}(h) < 0 \); see Lemma A.4. In that case, by (3.8) as well as (A.8) and (A.9) in the proof of Lemma A.4 (for the case of \( \mu = 0 \)), we find that
\[ \dot{\rho}(h)|_t < -(1 - 2|N|\bar{\epsilon}) = -(1 - \epsilon/4) \] (3.21)
for all \( t \) with \( \tilde{t} < t < \bar{t} \). (Recall that the number of nodes in \( \Gamma \) is \( |N| \).) We may also infer from (3.21) and Lemma 3.5 that
\[ \left( 1 - \frac{\epsilon}{4} \right) e^{-(t-\bar{t})} > 1 - \frac{\epsilon}{4} - \bar{\epsilon}. \] (3.22)

To see this, note that \( \rho_t(h) > 1 - \bar{\epsilon} \) for any \( t \in [\tilde{t}, \bar{t}] \), and that for the function \( y = (1 - \epsilon/4)e^{-x} \), \( \dot{y}|_x > -(1 - \epsilon/4) \) for all \( x > 0 \). We compare the function \( \rho_t(h) \) and \( y \) and hence reach (3.22).
We then infer from (3.22) and the proposition of the best-response dynamic that
\[ |x_t^i(b^i) - x_t^{i_2}(b^i)| < \frac{\epsilon}{4} + \hat{\epsilon} < \frac{\epsilon}{2} \forall \hat{t} < t_1 < t_2 < \bar{t} \forall b^i \in B^i \forall 1 \leq i \leq k. \]
Therefore \( x_t \in EC[\epsilon] \) for all \( t \) with \( \tilde{t} \leq t \leq \hat{t} \). We observe that \( x_t \in EC[\epsilon] \).

**Comment 1:** It is not always true that an interior best-response dynamic converges to a single Nash equilibrium. (An interior dynamic requires that \( y_0(n) > 0 \) for all non-terminal nodes \( n \) in \( \Gamma \); see the definition of \( y(n) \) just below (3.5).) Consider the game in Figure 2. Suppose that at time \( t = 0, \)

![Figure 2: Not converging to one Nash equilibrium](image)

\[ x^1(b^1_1) < 1, \quad \frac{x^1(b^1_2)}{x^1(b^2_1) + x^1(b^1_3)} = \frac{2}{3} \quad 0 < x^2(b^2_1) \leq \frac{1}{8}. \]

Then \( \{b^1_1\} = BR^1(x_0) \) and \( \{b^2_1, b^2_2\} = BR^2(x_0) \). We can choose \( (g^2_t)_t \) such that the \( (x_t) \) dynamic has the following properties for all \( t \geq 0 \).

1. \( \{b^1_1\} = BR^1(x_t), \)
2. \( \frac{x_t^1(b^1_2)}{x_t^1(b^2_1) + x_t^1(b^1_3)} = \frac{2}{3} \)
   (this follows from (3.7)),
3. \( \{b^2_1, b^2_2\} = BR^2(x_t), \)
4. \( x^2(b_2^2) \leq 1/8. \)

In this way, \((x_t)_t\) converges to the Nash equilibrium component, but \(x_t^2\) need not be fixed in the dynamic process, and hence \((x_t)_t\) need not converge to any particular Nash equilibrium.

**Comment 2:** The finite time \(\tau\) in Theorem 3.1 need not be bounded. See, e.g., the game in Figure 8.3.3 on page 259 in Cressman (2003), which shows that \(NE\) is not the maximal attractor for the best-response dynamic.

We assume that the initial state of a \(\mu\)-dynamic is \((D, (\frac{1}{5}, 0, \frac{1}{5}))\). Then, we can let \(g_1^t = D\) and \(x_t = x_0\) until an arbitrary finite time \(\bar{t}\). If \(g_1^t\) turns to \(AA\) and \(x_1^t(\bar{A}) > 0\), then the trajectory enters \(NE[\epsilon]\) in bounded time starting from \(\bar{t}\).

**Comment 3:** We use a Lebesgue integral in (3.6) for general dynamic processes. For instance, in the game in Figure 2, we can require that in some period \([t_1, t_2]\), \(g_2^t = b_2^1\) when \(t\) is a rational number, and \(g_2^t = b_2^2\) when \(t\) is an irrational number.

**Comment 4:** Readers may find that the proof above has a similar flavor to the proof in Cressman and Schlag (1998). We show below why we cannot imitate their proof for a best response dynamic process.

1. Their proof is not designed for the convergence to a Nash equilibrium component. For example, in their proof to Lemma 2, Cressman and Schlag (1998) claim that “since \(v_1\) is a final decision node of \(\Gamma'\), by the definition of \(e_1^i, u_1(e_1^i, f_i) \geq u_1(e_i, f_i)\) for any \(f_j \in F_2\).” In contrast, in the game in Figure 2 above, we can make \(1/16 \leq x_1^t(b_2^2) \leq 1/8\), and we know that \(u^1(b_1^1, b_2^2) = 1 < u^1(b_2^1, b_2^2) = 4\), and \(\limsup x_1^t(b_2^2) = 0\). The strategies \(b_1^1, b_2^2,\) and \(b_2^1\) here can be viewed, respectively, as the strategies \(e_1^i, f_j\) and \(e_1\) there. Thus their claim is not always valid for a best-response dynamic.

2. They focus on the integral \(\int_0^\infty x_i^t(b^i)dt\), which leaves out some basic information about the best-reply propositions in our setup.

Even if \(\int_0^\infty x_i^t(b^i)dt < \infty\), it is possible that \(x^i(b^i) > 0\) holds less and less frequently, but that \(x^i(b^i)\) is bounded from below when it does hold. We instead turn to the integral of the period that a strategy is a best response in (3.6).

3. In (3.2), \(\dot{x}\) can sometimes be discontinuous, which cannot happen in a replicator dynamic process.
4 Approximate Best-Response Dynamics

Given a mixed strategy profile \( x \) and a positive number \( \epsilon \), we abuse the notation and write the \( \epsilon \)-neighbourhood of \( x \) as \( x[\epsilon] = \{ x \}[\epsilon] \).

**Definition 4.1.** Consider a \( k \)-player extensive-form game \( \Gamma \) of perfect information with the set of pure quasi-strategies \( B^i \) for each player \( i \), \( 1 \leq i \leq k \). We call a continuous-time dynamic process \(( x_t )_{t \geq 0} \) a \( \mu \)-dynamic on \( \Gamma \) if every \( x_t \) is a \( k \)-dimensional vector \(( x^i_t )_{1 \leq i \leq k} \in \times \Delta(B^i) \) and the dynamic satisfies

\[
\dot{x}^i = g^i - x^i \text{ for some } g^i \in BR^i(x[\mu]) \text{ for all } i \text{ with } 1 \leq i \leq k.
\]

In the example below, we show that a \( \mu \)-dynamic \(( x_t )_t \) need not converge to the set of Nash equilibria (denoted by \( NE \)), in an extensive-form game of perfect information.
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**Figure 3:** Example in which \( \mu \)-dynamic need not converge to \( NE \)

For ease of exposition, the set of best replies for player \( i \) at time \( t \) is denoted by \( BR^i(x^{-i}_t[\mu]) \), since it does not depend on the component \( x^i_t \).

In the game in Figure 3, the backward-induction equilibrium is \(( a_1, b_3 )\) and the alternative pure Nash equilibrium is \(( a_2, b_1 )\). (The backward-induction moves are single-arrowed, and the final moves in the alternative equilibrium are double-arrowed.) We denote the corresponding two Nash equilibrium components by \( BC \) and \( NC \), respectively. If \( x_t \) ever approaches \( NE \), then there exists a time \( t_0 \) such that \( x_{t_0} \in BC[\mu] \) or \( x_{t_0} \in NC[\mu] \). Without loss of generality, we let \( \mu \leq 1/100 \).
1. $x_{t_0} \in NC[\mu]$: we define a mixed quasi-strategy $\tilde{x}^2$ of player 2 to be $\tilde{x}^2(b_1) = 1 - \mu$ and $\tilde{x}^2(b_3) = \mu$. Then for any $x \in NC$, $\tilde{x}^2 \in x^2[\mu]$. We assume that

\[
x_t \in NC[\mu] \ \forall t \geq t_0,
\]

which we show below to be in fact not true for some $\mu$-dynamic. Under the assumption, we can let

\[
g^1_t \in BR^1(\tilde{x}^2) \ \forall t \geq t_0
\]

in a $\mu$-dynamic and hence

\[
g^1_t = a_4 \ \forall t \geq t_0.
\]

Then there exists a time $t_1 \geq t_0$ such that $x^1_{t_1}(a_3) + x^1_{t_1}(a_4) > 2/3$. Then at some time before $t_1$, $g^2$ becomes $b_3$, and so $g_1$ can still be set as $a_4$. Hence, the trajectory is moving away from $NC$ towards $BC$. We then infer that Assumption (4.1) cannot hold for every $\mu$-dynamic.

2. $x_{t_0} \in BC[\mu]$: we define a mixed quasi-strategy $\tilde{x}^1$ of player 1 to be $\tilde{x}^1(a_1) = 1 - \mu$ and $\tilde{x}^1(a_3) = \mu$. Then for any $x \in BC$, $\tilde{x}^1 \in x^1[\mu]$. We assume that

\[
x_t \in BC[\mu] \ \forall t \geq t_0,
\]

which we show below to be in fact not true for some $\mu$-dynamic. Under the assumption, we can let

\[
g^2_t \in BR^2(\tilde{x}^1)
\]

and hence $g^2_t = b_2$ in a $\mu$-dynamic from $t_0$ until the time $t_1 \geq t_0$ when

\[
x^2_{t_1}(b_2) > 3/4.
\]

We define another mixed quasi-strategy $\hat{x}^1$ of player 1 with $\hat{x}^1(a_1) = 1 - \mu$ and $\hat{x}^1(a_2) = \mu$. Then for any $x \in BC[\mu]$, $\hat{x}^1 \in x^1[\mu]$. Under Assumption (4.2), we can then let

\[
g^2_t \in BR^2(\hat{x}^1)
\]

and hence $g^2_t = b^1$ from $t_1$ until the time $t_2 \geq t_1$ when $x^2_{t_1}(b_1) > 4/5$. When $x^2_t(b^1) > 4/5$, $g^1_t \neq a_1$. From (4.3) and (3.7), it follows that $x^2_t(b_2)/x^2_t(b_3) > 3$ for all $t$ with $t_1 \leq t \leq t_2$. Then at some time before $t_2$, $g^1$ becomes $a_2$, and so $g_2$ can still be set as $b_1$. (Note that the best reply of player 2 against $a_2$ is $b_1$.) Hence, the trajectory is moving away from $BC$ towards $NC$. We then infer that Assumption (4.2) cannot hold for every $\mu$-dynamic.
From another direction, we can show why the proof of Theorem 3.1 cannot be applied to all approximate best-response dynamic processes. We check Lemma 3.5 for the game in Figure 3. In a best-response dynamic (0-dynamic), if $f(a^4) = +\infty$ ($f$ is defined in (3.6)), then
\[
\lim_{t \to \infty} \frac{x^1_t(a_3)}{x^1_t(a_4)} = 0.
\]
Therefore the best reply of player 2 cannot be $b_2$ after a sufficiently long time, and so the play with the last move $b_2$ cannot be a perpetually realized play. Given a $\mu$-dynamic that transits between $NC[\epsilon]$ and $BC[\epsilon]$ infinitely often, we find that both the plays with the last move $b_2$ and $a_4$, respectively, are perpetually realized plays. This is because when $x^1(a_4) < \mu$, a $\mu$-perturbation on $x^1(a_3)$ may decide whether $b^2$ or $b^3$ is the current best reply of player 2.

In the game in Figure 3, although the $\mu$-dynamic $(x_t)_t$ does not converge to $NE$, the relative proportion of the time spent outside $NE$ is small in the long run, if $\mu$ is small. That means that most of the time the state is very close to some Nash equilibrium component, and if it transits to another component, then the transition time is very small compared with the period when it is close to a component.

For simplicity, we only consider extensive-form games without chance nodes here. If we were to drop this condition, the result would still hold under the generic assumption. Recall that an interior dynamic requires $y_0(n) > 0$ in the initial state for all non-terminal nodes $n$ in $\Gamma$.

**Theorem 4.2.** Given any finite generic extensive-form game $\Gamma$ of perfect information without chance nodes, for every $\epsilon > 0$ there exists a number $\mu(\epsilon) > 0$ and $T(\epsilon) > 0$ such that for every interior $\mu(\epsilon)$-dynamic $(x_t)_t$ on $\Gamma$ with any initial state $x_0$
\[
\frac{1}{T} \int_0^T 1_{\{t : x_t \in NE[\epsilon]\}} dt \geq 1 - \epsilon
\]
for all $T \geq T(\epsilon)$.

From this theorem, which will be proved in the Appendix, we derive the following main theorem.

**Theorem 4.3.** Given any finite generic extensive-form game $\Gamma$ of perfect information without chance nodes, for every $\epsilon > 0$ there exists a number $\mu(\epsilon) > 0$ such that for every $\mu(\epsilon)$-dynamic $(x_t)_t$ on $\Gamma$ with any initial state $x_0$
\[
\lim_{T \to \infty} \left( \frac{1}{T} \int_0^T 1_{\{t : x_t \in NE[\epsilon]\}} dt \right) \geq 1 - \epsilon.
\]
Proof. If the $\mu$-dynamic is an interior dynamic, then the desired result follows from Theorem 4.2.

If the $\mu$-dynamic is not an interior dynamic, we denote the set $N_y := \{n \in N_d : \exists t : y_t(n) > 0\}$, where $N_d$ is the set of all non-terminal nodes in $\Gamma$. So there exists a finite time $\bar{t}$ such that $y_{\bar{t}}(n) > 0$ for all $n \in N_y$ and all $t \geq \bar{t}$. We remove from $\Gamma$ all non-terminal nodes (and the subgames rooted there) not in $N_y$, and apply Theorem 4.2 in the resulting game from time $\bar{t}$. 

5 Convergence to the Backward-Induction Equilibrium Component

Given an extensive-form game of perfect information, we denote the backward-induction equilibrium component in the game by $BC$. Denote the backward-induction equilibrium by $BIE$. We show below that if each player can move at only one node in the game, then an interior $\mu$-dynamic with sufficiently small $\mu$ always converges to $BC$.

Theorem 5.1. Let us suppose that in a finite generic extensive-form game $\Gamma$ of perfect information, every player can move at only one node. Then, for every $\epsilon > 0$ there exists a number $\mu(\epsilon) > 0$ and $T(\epsilon) > 0$ such that for every interior $\mu(\epsilon)$-dynamic $(x_t)_t$ on $\Gamma$ with any initial state $x_0$

$$x_t \in BIE[\epsilon]$$

for all $t \geq T(\epsilon)$.

Remark 1: This theorem can be applied to the case where $\mu = 0$, i.e., a best-response dynamic.

Remark 2: Note that the $\mu$-dynamic converges to the (exact) backward-induction equilibrium, which is stronger than the convergence to the backward-induction equilibrium component.

Given an extensive-form game of perfect information, the convergence of a $\mu$-dynamic with small $\mu$ to the backward-induction equilibrium is always possible.

Theorem 5.2. Given a finite generic extensive-form game $\Gamma$ of perfect information and $\epsilon > 0$, there exists a number $T(\epsilon) > 0$ such that for any initial state $x_0$ and any $\mu > 0$, there exists a $\mu$-dynamic $(x_t)_t$ with the property

$$x_t \in BIE[\epsilon]$$

for all $t > T(\epsilon)$.
Comment 1: One may be tempted to prove the following claim. Given a finite generic extensive-form game $\Gamma$ of perfect information and $\epsilon > 0$, there exists a number $T(\epsilon) > 0$ such that for any initial state $x_0$, there exists a best-response dynamic $(x_t)_t$ with the property $x_t \in BC[\epsilon]$ for all $t > T(\epsilon)$. However, one can give a counterexample of this claim in the game $\Gamma$ in Figure 3. Consider an initial state $x_0 = (\hat{x}_1, \hat{x}_2)$ with $\hat{x}_2(b_2) > 3/4$, $\hat{x}_1(a_1) = 99/100$ and $\hat{x}_1(a_2) = 99/10000$. Following the analysis of $\hat{x}_1$ in Step 2 for $\Gamma$ (the game in Figure 3), we find that the trajectory of the best-response dynamic converges to the non-backward-induction equilibrium component.

Comment 2: The convergence property in Theorem 5.2 need not hold for the non-backward-induction equilibrium component. Consider Theorem 5.1 and any extensive-form game of perfect information with more than one pure Nash equilibrium where each player can move at only one node.

6 Further Comments

1. Noldeke and Samuelson (1992) study a model of evolutionary processes in extensive-form games, and they characterize each player by her strategy and conjecture. Here a conjecture is essentially the belief of the player on the local behavior strategy at all unreached decision nodes. A best response of a player is against the behavior-strategy distribution at all reached decision nodes and her conjecture at all other decision nodes. At any time, all players can observe the behavior-strategy distribution at all reached decision nodes.

If we apply such a characterization in our model, then we only need to consider non-interior dynamics. This is because a conjecture is irrelevant in the case of interior dynamics, and once a node is reached at any time $t$, it will be reached at all finite times after $t$. For a non-interior dynamic, by the similar argument in the proof of Theorem 4.3, we can focus on the set of nodes that are eventually reached. From Lemmata A.2 and 3.7, we may infer that for this version of best-response dynamics, the distribution of plays in a finite generic extensive-form game of perfect information converges to an equilibrium path, and the trajectory converges to the set of self-confirming equilibria.

2. One cannot be overoptimistic about the convergence of best-response dynamics. As stated in Hart and Mas-Colell (2005) and Hofbauer and Sigmund (1998, Theorem 8.6.1), there is no natural or reasonable dynamic process that leads to an equilibrium in every (normal-form) game.
3. For a $\mu$-dynamic in this paper, we assume that a player may not fully recognize the current state, and his best response is against a point in a $\mu$-neighborhood of the current state. We may also consider another related weak best-response dynamic: a player can always recognize the current state, but cannot fully control her behavior in the sense that the direction of the trajectory can be guaranteed only in a neighborhood of the currently best-response strategy. Therefore, it is a trembling-hand version of the best-response dynamic, and we may formulate it as

$$\dot{x}_i \in \left( BR^i (x) \right) [\mu] - x^i \quad (6.1)$$

for each player $i$ in the game.

Note that the limit of the differential inclusion in (6.1) and the one in Definition 4.1 are the same when $\mu$ decreases to zero. We conjecture that Theorem 4.3 is still true for the dynamics described in (6.1). Note that, for this dynamic, Lemma 3.7 cannot be applied directly, and (3.7) may not hold.

4. In the present paper, we confine our attention to the processes of continuous-time best-response dynamics. Yet one may also study a discretization of such continuous-time dynamics, which we called (stochastic) best-reply dynamics in Xu (2013). A mixed strategy of a player can be approximated by a large population of individuals where the proportion of individuals playing a pure strategy represents the probability of the pure strategy being played in the mixed strategy. We construct a best-reply dynamic as in Kandori et al. (1993), Kandori and Rob (1995), and Hart (2002): in each period, the revision opportunity arrives independently across individuals and time, with probability bounded from below. Each active individual then myopically replaces her strategy by a currently best reply, when selection occurs; she randomly chooses a strategy, when mutation happens with small probability.

In such a best-reply dynamic, a state is called evolutionarily stable if its long-term relative frequency of occurrence is bounded away from zero as the mutation rate decreases to zero and populations grow to infinity; see Hart (2002). The combined results in Hart (2002) and Gorodeisky (2006) show that the backward-induction equilibrium is the only evolutionarily stable state in a finite generic extensive-form game of perfect information where each player can move at only one node. (Hart calls such a game a gene-normal form game.) We have proved in Theorem 5.1 that the backward-induction equilibrium is the only socially
stable strategy in this kind of game. The analogy between these two results arises from the fact that the dynamics in (6.1) is an iterative limit, \( \lim_{\mu \to 0} \lim_{m \to \infty} \), of a best-reply dynamic, where \( \mu \) is the mutation rate and \( m \) is the population size. (Recall that the limit of the differential inclusion in (6.1) and the one in Definition 4.1 are the same.) The stability result of the backward-induction equilibrium applies to both deterministic and stochastic dynamics, and both continuous-time and discrete-time models. A general definition of stability and a characterization of stability conditions under best-response dynamics is a direction for further research.

A Appendix

A.1 Terminology of reduced normal form

There are two other well-known normal-form representations of an extensive-form game; see Ritzberger (2002). A normal-form game is semi-reduced (or pure-strategy reduced or quasi-reduced) if for all pairs \( (s^i_1, s^i_2) \) of strategies of player \( i \) and for all players \( i = 1, \ldots, k \),

\[
    u(s^i_1, s^{-i}) = u(s^i_2, s^{-i}), \forall s^{-i} \Rightarrow s^i_1 = s^i_2.
\]

A normal-form game is mixed-strategy reduced (or simply reduced) if for all strategies \( s^i \) of player \( i \) and for all players \( i = 1, \ldots, k \),

\[
    u(s^i, s^{-i}) = \sum_{\bar{s}^i \in S^i} \sigma^i(\bar{s}^i)u(\bar{s}^i, s^{-i}), \forall s^{-i} \Rightarrow \sigma^i(s^i) = 1.
\]

That is, no \( s^i \) is payoff equivalent to any convex combination of the elements in \( S^i \setminus \{s^i\} \). (Recall \( \sigma^i \) in (2.2).) Given an extensive-form game \( \Gamma \), we denote the set of strategies for player \( i \) in semi-reduced normal form and mixed-strategy reduced normal form by \( S^i \) and \( M^i \), respectively. Recall that the set of quasi-strategies for player \( i \) is \( B^i \). From their definitions, we could let \( B^i \supseteq S^i \supseteq M^i \) for any player \( i \) in any extensive-form game \( \Gamma \).

Recall that \( \Lambda^0 = \emptyset \) implies no chance node.

Lemma A.1. Given a generic extensive-form game of perfect information with \( \Lambda^0 = \emptyset \), for each player \( i \), \( B^i \supseteq S^i \) implies that \( B^i = S^i \).

Proof. When \( \Lambda^0 = \emptyset \), for every player \( i \) and every two different quasi-strategies \( b^i_1, b^i_2 \in B^i \), there exist two different plays \( h_1, h_2 \) and one strategy combination \( b^{-i} \) of other players such that

\[
    \rho(b^i_1, b^{-i})(h_1) = \rho(b^i_2, b^{-i})(h_2) = 1,
\]
i.e., \((b_1^i, b^{-i})\) and \((b_2^i, b^{-i})\) generate different plays \(h_1\) and \(h_2\), respectively, in \(\Gamma\). (Rigorously, given a quasi-strategy profile \(b = (b^1, ..., b^k)\) and a pure strategy profile \(a = (a^1, ..., a^k)\) such that \(a^i \in b^i\) for all \(i\) with \(1 \leq i \leq k\), we have \(\rho_b(h) = \rho_a(h)\) for all plays \(h\) in \(H\).) Since \(\Gamma\) is generic, it follows that

\[ u(b_1^i, b^{-i}) \neq u(b_2^i, b^{-i}). \]

This is true for every pair of quasi-strategies \(b_1^i, b_2^i \in B^i\). Recall that the set of quasi-strategies is a partition of pure strategies, and we reach the conclusion \(B^i = S^i\).

Even if \(\Lambda^0 = \emptyset\), it is not true that \(B^i = M^i\) for all players \(i\) in all generic extensive-form games of perfect information. In the one-player game \(\Gamma'\) below, we denote \(B^1 = \{b_1, b_2, b_3\}\) where \(u^1(b_1) = 3, u^1(b_2) = 0\) and \(u^1(b_3) = 6\). However, strategy \(b_1\) can be replaced by a mixed strategy \(x^1 = \{\sigma^1(b_1) = 0, \sigma^1(b_2) = 1/2, \sigma^1(b_3) = 1/2\}\). Thus, \(M^1 \neq B^1\).

\[ \begin{array}{c}
\text{I} \\
3 & 0 & 6 \end{array} \]

Figure 4: \(\Gamma'\) with \(B^i \neq M^i\)

For the general case without the constraint on \(\Lambda\), the conclusion in Lemma A.1 is no longer true. In the one-player game \(\Gamma''\) below, we denote \(B^1 = \{b_1, b_2\}\). The strategies \(b_1\) and \(b_2\) lead to the same expected payoff, and hence one can be replaced by the other. Hence \(B^1 \neq S^1\).

\[ \begin{array}{c}
\text{I} \\
\text{b}_1 & \text{b}_2 \\
3 & \text{Nature} \\
\text{p} = 1/2 & \text{p} = 1/2 \\
0 & 6 \end{array} \]

Figure 5: \(\Gamma''\) with \(B^i \neq S^i\)
A.2 Generic assumption

We introduce the generic assumption to rule out any payoff tie that may arise from any backward-induction process in our model. The definition of a generic game discussed here is from Cressman (2003).

An extensive-form game $\Gamma$ is generic if no two pure strategy profiles that yield different outcomes generate the same payoff for any player. For extensive-form games without chance nodes, this is equivalent to the property that no two terminal nodes have the same payoff for any player. To put it formally, given an extensive-form game $\Gamma$, the set of all possible payoffs assigned to terminal nodes for which $\Gamma$ is generic is a set whose complement is a closed set with Lebesgue measure zero.

A.3 Preliminary lemmas for Theorem 3.1

Given a play $h = (n_1, ..., n_{|h|})$, we define $X(h)$ to be the set of mixed strategy profiles $x$ with $x(n_j, n_{j+1}) = 1$ for all $1 \leq j < |h|$. (Recall that $x(n_j, n_{j+1})$ is the probability of moving from $n_j$ to $n_{j+1}$ in the local behavior strategy at node $n_j$.)

**Lemma A.2.** If a play $h = (n_1, ..., n_{|h|})$ is not an equilibrium path in $\Gamma$, then there exists one node $n_j$ in $h$ such that for any mixed quasi-strategy profile $x$ in $X(h)$, there exists a pure quasi-strategy $b^i \in B^i$ such that

$$b^i(n_j) \neq n_{j+1} \text{ and } u^i(b^i, x^{-i}) > u^i(x) = v^i(h) \quad (A.1)$$

where $i = \lambda(n_j)$. We call such an $n_j$ a deviation node.

**Proof.** Note that each Nash equilibrium component of $\Gamma$ consists of a pure strategy Nash equilibrium together with other Nash equilibria with the same equilibrium path.

We prove the desired conclusion by contradiction. For each node $n_j$ in $h$ with $j < |h| - 1$, we transform the subgame $\Gamma_{n_j}$ to a game $\Gamma^{n_j}$ by replacing the node $n_{j+1}$ with a terminal node $n_h$ that has the same payoff vector as for the terminal node $n_{|h|}$ in the original play $h$. (Hence the subgame $\Gamma_{n_{j+1}}$ is not included in $\Gamma^{n_j}$.) Note that $\Gamma^{n_{|h|-1}} = \Gamma^{n_{|h|-1}}$.

If Assumption (A.1) is not true, then for any $n_j$ and the generated game $\Gamma^{n_j}$ there exists a distribution $x^{-\lambda(n_j)}(\Gamma^{n_j})$ such that the best reply of player $\lambda(n_j)$ can be a pure quasi-strategy of the move $(n_j, n_h)$. Back to the original game $\Gamma$, for each node $n \notin h$ there exists a unique $j$ such that $n \in \Gamma^{n_j}$. We generate a mixed quasi-strategy $\bar{x}$ from $(x^{-\lambda(n_j)}(\Gamma^{n_j}))_{j<|h|}$ such that

1. $\bar{x} \in X(h)$;
2. for every \( n / \in h \), the local behavior strategy of \( \bar{x} \) at node \( n \) agrees with the one in \( x^{-\lambda(n_j)}(\Gamma^{n_j}) \) where \( n \) is in \( \Gamma^{n_j} \).

In this way, we can see that play \( h \) is the path of a Nash equilibrium \( \bar{x} \) in \( \Gamma \), a contradiction. \( \square \)

Given a node \( n_j \) in a play \( h = (n_1, \ldots, n_{|h|}) \), we denote

\[
B_{n_j} := \{ b^{\lambda(n_j)} \in B^{\lambda(n_j)} : n_j \in \bar{N}_{b^{\lambda(n_j)}} \text{ and } b^{\lambda(n_j)}(n_j) \neq n_{j+1} \}. \tag{A.2}
\]

Suppose that player \( i \) plays at node \( n_j \). For every \( x^{-i} \in X(h)^{-i} \), let \( g_{x^{-i}}(n_j) \) be a pure quasi-strategy of player \( i \) that is a best response within \( B_{n_j} \) for the strategy profile \( x^{-i} \), i.e.,

\[
g_{x^{-i}}(n_j) \in \arg\max_{b \in B_{n_j}} u^i(b, x^{-i}). \tag{A.3}
\]

We may abuse the notation and drop \( (n_j) \) in \( g_{x^{-i}}(n_j) \). Let

\[
\hat{u}(x^{-i}) := \max_{b \in B_{n_j}} u^i(b, x^{-i}), \tag{A.4}
\]

and \( \hat{u}(x^{-i}) = u^i(g_{x^{-i}}, x^{-1}) \).

**Lemma A.3.** We consider a \( k \)-player generic extensive-form game \( \Gamma \) of perfect information with \( \kappa \) terminal nodes. If a play \( \bar{h} = (n_1, \ldots, n_{|\bar{h}|}) \) is not an equilibrium path in \( \Gamma \), then we take a deviation node \( n_j \) defined in Lemma A.2, and suppose player \( i \) moves at node \( n_j \). Then,

\[
\min_{x \in X(\bar{h})} \left( \hat{u}(x^{-i}) - v^i(\bar{h}) \right) \geq \min_{i=1}^k \left( \min_{l=1}^{\kappa-1} \left\{ v^i_l - v^i_{l+1} \right\} \right), \tag{A.5}
\]

where \( \hat{u}(x^{-1}) \) is defined in (A.4) with respect to \( n_j \) in \( \bar{h} \), and \( v^i_l \) is defined as in Section 3.1.

Note that it is straightforward to see that the left-hand side in (A.5) is bounded away from 0. We define a function \( f' : X(\bar{h})^{-i} \rightarrow \mathbb{R} \) such that \( f'(x^{-i}) = \hat{u}(x^{-i}) - v^i(\bar{h}) \). From Lemma A.2, \( f'(x^{-i}) > 0 \) for all \( x^{-i} \) in \( X(\bar{h}) \). Since \( f' \) is continuous and \( X(\bar{h})^{-i} \) is compact, \( f' \) is bounded away from 0.

**Proof.** For every \( x \) in \( X(\bar{h}) \), we define below a sequence \( (x_0^{-i}, x_1^{-i}, \ldots, x_l^{-i}) \) such that

1. \( x_s^{-i} \in X(\bar{h})^{-i} \) for all \( s \) with \( 0 \leq s \leq l \);
2. \( x_0^{-i} = x^{-i} \);
3. \( g_{x_1^{-i}} = g_{x_{s+1}^{-i}} \);

4. \( \hat{u}(x_s^{-i}) \geq \hat{u}(x_{s+1}^{-i}) \) for all \( 1 \leq s < l \).

Given \( x_s^{-i} \) with \( s \geq 0 \), we take a \( g_{x_s^{-i}} \). If the set
\[
H_s := \{ h : \rho(x_s^{-i}, g_{x_s^{-i}})(h) > 0 \}
\] (A.6)
contains multiple elements, we take an \( h \) in \( \text{argmin}_{h \in H_s} v^i(h) \) and denote it by \( h_s = (n^s_1, ..., n^s_{|h_s|}) \). We now set \( x_{s+1}^{-i} \) as follows. For every non-terminal node \( n \) not played by player \( i \) in the subgame \( \Gamma_{n_j} \), i.e., in the set \( N_d(\Gamma_{n_j}) \cap \Gamma^{-i} \), we check the distance of node \( n \) from \( h_s \), i.e., \( \min\{q : \psi^q(n) \in h_s\} \).

1. If \( q = 0 \), i.e., node \( n \) is in the play \( h_s \), we let \( x(n, n') = 1 \) where \( n' \in h_s \cap \psi^{-1}(n) \); i.e., it assigns a move along the play \( h_s \) with probability 1.

2. If \( q > 0 \), i.e., node \( n \) is not in the play \( h_s \), we assign the same local behavior strategy at node \( n \) as in \( x_s^{-1} \), if \( n \) and \( \psi^q(n) \) are played by different players and \( x_s^{-1} \) requires a move at node \( n \).

Therefore, at any node \( n \) in \( h_s \cap \Lambda^i \cap N_d(\Gamma_{n_j}) \), if we cut the edge from node \( n \) to its successor and predecessor nodes in \( h_s \), respectively, then the projection distribution of \( x^{-i} \) in this generated game is the same between \( x_s^{-i} \) and \( x_{s+1}^{-i} \). From the definition of \( g_{x_s^{-i}} \) it follows \( \hat{u}(x_s^{-i}) \geq \hat{u}(x_{s+1}^{-i}) \). We repeat the process above and obtain \( g_{x_{s+2}^{-i}} \) and so on.

Because \( \Gamma \) has finitely many nodes and \( \Gamma \) is generic, we will come to an \( x_l^{-i} \) that can generate \( g_{x_l^{-i}} \) the same as \( g_{x_{s+1}^{-i}} \), and so the set \( H_l \) defined in (A.6) is a singleton. Note that at every node not played by player \( i \) in the only play \( h_l \) in \( H_l, x_l^{-i} \) requires the move along \( h_l \). Therefore, \( \hat{u}(x_l^{-i}) = v^i(h_l) > v^i(h) \).  

### A.4 Notations, operations and preliminary results for Theorem 4.2

Denote the set of decision nodes in a finite extensive-form game by \( N_d(G) \) and let \( r(\Gamma) := |N_d(\Gamma)| \) for the game \( \Gamma \). We sometimes use the shorthand \( r \) for \( r(\Gamma) \).

**Lemma A.4.** Given a \( \mu \)-dynamic \((x_t)_t \) on the \( k \)-player game \( \Gamma \) with \( \mu < 1/(2^{k+2}) \) and given a positive number \( \epsilon < 1/(2^{k+1}) \), suppose there exist a play \( h := (n_1,..., n_h) \) and a time \( t_0 \) such that \( \rho_0(h) \geq 1 - \epsilon \) and \( \hat{\rho}(h)|_{t_0} \geq 0 \). Then \( \hat{x}(n_j, n_{j+1})|_{t_0} \geq 0 \) for all \( j \) with \( 1 \leq j < |h| \).
Proof. First, note that when \( r = 1 \), i.e., \( \Gamma \) contains only one non-terminal node, the result is trivial.

We prove by contradiction for the case where \( r > 1 \). Suppose the desired conclusion is not true. Then, at any \( t \) with

\[
\rho_t(h) \geq 1 - 1 - 1/2^{r+1},
\]

there exists at least one \( n_j \) such that \( \dot{x}(n_j, n_{j+1}) \mid \leq 0 \).

Without loss of generality, we assume that \( \lambda(n_i) \neq \lambda(n_l) \) for all \( i \neq l \); i.e., each non-terminal node in \( h \) is played by a different player. It follows from

\[
\rho_t(h) > \frac{1}{1 - \mu} - \frac{1}{2^{r+1}} - \frac{1}{2^{r+1}} + \mu \]

and the definition of \( \mu \)-dynamic, we may infer that

\[
\dot{\rho}(h)\mid_t \leq (\epsilon + \mu) (|h| - 2) - (1 - \epsilon - \mu)^{|h| - 1}
\]

\[
\leq \left( \frac{1}{2^{r+1}} + \mu \right) (r - 1) - \left( 1 - \frac{1}{2^{r+1}} - \mu \right)^r. \tag{A.10}
\]

Since \( \mu < 1/(2^{r+2}) \),

\[
\left( \frac{1}{2^{r+1}} + \mu \right) (r - 1) \leq \frac{5}{16}, \tag{A.11}
\]

and

\[
\left( 1 - \frac{1}{2^{r+1}} - \mu \right)^r \geq \left( 1 - \frac{5}{2^{r+2}} \right)^r \bigg|_{r=2} = \frac{121}{256} \tag{A.12}
\]

for all \( r \) with \( r > 1 \).

From (A.10), (A.11), and (A.12) it follows that \( \dot{\rho}(h)\mid_t < 0 \), a contradiction.

Recall that the set of plays is denoted by \( H \). Given \( \epsilon > 0 \) and a dynamic process \( (x_t)_{t \geq 0} \), we denote

\[
S(\epsilon) := \{ t : \rho_t(h) > 1 - \epsilon \text{ and } \dot{\rho}(h)\mid_t > 0 \text{ for some } h \in H \}.
\]
and
\[ W(\epsilon) := \{ t : \rho_t(h) > 1 - \epsilon \text{ for some } h \in H \}. \]  
(A.13)

From Lemmata A.4 and 3.7, and replacing (3.16) by
\[ (r + 1)\epsilon < \bar{\epsilon} \]  
(A.14)

(this adjustment is for an \( \epsilon \)-dynamic; see (3.17) and (3.18)), we obtain the following corollary.

**Corollary A.5.** Given the game \( \Gamma \), we take any positive \( \epsilon < 1/(2r+1) \). For a \( \mu \)-dynamic \( (x_t)_{t \geq 0} \) on \( \Gamma \) with \( \mu < \epsilon/2 \) and with the property (A.14), it follows that
\[ x_t \in S(\epsilon) \Rightarrow x_t \in \text{NE}[\epsilon]. \]

We obtain the following theorem.

**Theorem A.6.** Given the game \( \Gamma \), suppose there exists a positive number \( \epsilon \) with the following properties:
1. \( \epsilon < 1/(2r+1) \);
2. (A.14) holds;
3. 
\[ \frac{re}{(1-\epsilon)r - (r-1)\epsilon} < \frac{2re}{1-2re}. \]  
(A.15)

Given a positive number \( T' \), if an \( \epsilon/2 \)-dynamic satisfies
\[ \frac{1}{T} \int_0^T 1_{W(\epsilon)} dt \geq 1 - \epsilon \]
for all \( T > T' \), then
\[ \frac{1}{T} \int_0^T 1_{\{t : x_t \in \text{NE}[\epsilon]\}} dt \geq 1 - (2r+1)\epsilon \]  
(A.16)

for all \( T > T' \).

**Proof.** For an \( \epsilon/2 \)-dynamic on \( \Gamma \), suppose that there exists a time \( t_1 \) and a play \( h := (n_1, ..., n_{|h|}) \) with \( \rho_{t_1}(h) \geq 1 - \epsilon \) and \( \rho(h)|_{t_1} > 0 \). Then, by Lemma A.4, \( \dot{x}(n_j, n_{j+1})|_{t_1} \geq 0 \) for all \( j \) with \( 1 \leq j < |h| \). Denote
\[ t_2 := \min \{ t > t_1 : \rho_t(h) = \rho_{t_1}(h) \}. \]  
(A.17)
We know that, when $\rho_t(h) \geq 1 - \epsilon$ at any $t$, $x_t(n_j, n_{j+1}) \geq 1 - \epsilon$ for all $j < |h|$. From the definition of an approximate best-response dynamic and (A.9), we know that when $\dot{\rho}(h)|_t \geq 0$, $\dot{\rho}(h)|_t < r\epsilon$; when $\dot{\rho}(h)|_t < 0$, $\dot{\rho}(h)|_t < -(1 - \epsilon)r + (r - 1)\epsilon$. It follows from (A.17) and (A.15) that if $t_2$ is finite, then

$$\int_{t_1}^{t_2} 1_{\{t : \dot{\rho}(h)|_t < 0\}} dt < (2r\epsilon)(t_2 - t_1).$$

We then apply Corollary A.5 to complete the proof. \qed

**Tree operations:** Recall that $N_d(G)$ is the set of decision nodes in the game $G$. Given a generic extensive-form game $G$ of perfect information with $|N_d(G)| = r(G) > 1$, define the set of pre-terminal nodes in $G$ as

$$L(G) := \{n \in N_d(G) : \Psi^{-1}(n) \subseteq N_t(G)\}; \quad \text{(A.18)}$$

i.e., $L(G)$ is the subset of decision nodes whose successors are all terminal nodes. We take a node $\hat{n} \in L(G)$ and introduce below two operations on game $G$.

1. Given the node $\hat{n}$, we denote the last node played by player $\lambda(\hat{n})$ before $\hat{n}$ by $\check{n}$. Then

$$\Psi(\hat{n}) \cap \Lambda^{\lambda(\hat{n})} = \{\check{n}\} \cup (\Psi(\check{n}) \cap \Lambda^{\lambda(\hat{n})}).$$

(If such an $\check{n}$ does not exist, then we will not implement this operation on $G$ in the proof.) We then denote the node $n'$ to be the immediate successor node of $\check{n}$ in the play to $\hat{n}$, i.e., $n' \in \psi^{-1}(\hat{n}) \cap (\Psi(\check{n}) \cup \{\hat{n}\})$. We define game $\hat{G}$ to be the game with the edge $(\check{n}, n')$ together with the subgame $G_{n'}$ removed from $G$. Therefore $|N_d(\hat{G})| \leq r(G) - 1$.

Given the game $\hat{G}$, for each player $i$, we derive the set $\hat{B}^i$ of pure quasi-strategies and the set $\hat{X}^i$ in $\hat{G}$ from the original game $G$ as follows. For each player $i$, we define a surjective function $q^i : B^i \to \hat{B}^i$ such that, for every $b^i$ in $B^i$, $q^i(b^i)$ and $\check{b}^i$ have the same sequence of moves in $\hat{G}$, i.e.,

$$\check{b}^i(n) = b^i(n) \forall n \in N_d(\hat{G}) \cap \check{N}_{b^i} \quad \text{(A.19)}$$

when $\check{b}^i = q^i(b^i)$. (Recall the definition of $\check{N}_{b^i}$ for a pure quasi-strategy $b^i$ in the second paragraph in Section 3.1.) We may sometimes drop the superscript $i$ in $q^i$. We define $\check{X}^i$ as in (2.2). We may also view each $\check{b}^i$ in $\hat{B}^i$ as a class of pure quasi-strategies in $\Gamma$, and hence define

$$x^i(\check{b}^i) := \sum_{b^i : q^i(b^i) = \check{b}^i} x^i(b^i). \quad \text{(A.20)}$$
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2. Denote $\psi(\tilde{n})$ by $\bar{n}$. In $\psi^{-1}(\tilde{n})$, denote by $\tilde{n}'$ the terminal node with the maximum payoff to the player who moves at node $\tilde{n}$, i.e.,

$$v^\lambda(\tilde{n}') = \max_{n \in \psi^{-1}(\tilde{n})} v^\lambda(n).$$  \hfill (A.21)

We define a new game $\bar{G}$ with $|N_d(\bar{G})| = r(G) - 1$ by the following two steps.

(a) Remove subgame $G_{\tilde{n}}$ and the edge $(\bar{n}, \tilde{n})$. We arbitrarily index all remaining non-terminal nodes as $n^1, n^2, \ldots, n^{|N_t(G)|}$. For each node $n^j$, we add two terminal nodes $n^j_1$ and $n^j_2$ to $n^j$ with the property that

$$v^i(n^j_1) = v^i(\overline{n}) - j$$  \hfill (A.22)

for all players $i$; $v^i(n^j_2) = v^i(1) + j$ for all players $i \neq \lambda(n^j)$ and

$$v^\lambda(n^j_2) = v^\lambda(\overline{n}) - r(G) - j.$$  \hfill (Recall the definition of $v^i(1)$ in the game $G$ at the start of Section 3.1.)

(b) Add a new terminal node $\tilde{n}$ to $\bar{n}$ with $v_{\tilde{n}} = v_{\tilde{n}'}$, where $\tilde{n}'$ is the terminal node denoted in (A.21) in $G$.

We can see that the generated game $\bar{G}$ is a generic game.

A.5 Proof of Theorem 4.2

We prove Theorem 4.2 by induction on the number of non-terminal nodes.

**Induction hypothesis:** Given a natural number $\eta \geq 1$ and any finite generic extensive-form game $G$ of perfect information with $r(G) \leq \eta$ and without chance nodes, for every $\epsilon > 0$ there exist a number $\mu_G(\epsilon)$ with $0 < \mu_G(\epsilon) < \epsilon$ and a number $T_G(\epsilon) > 0$ such that for every interior $\mu_G(\epsilon)$-dynamic $(x_t)_t$ on $G$ with any initial state $x_0$

$$\frac{1}{T} \int_0^T \mathbb{1}_{\{t: x_t \in NE[\epsilon]\}} dt \geq 1 - \epsilon$$  \hfill (A.23)

for all $T \geq T_G(\epsilon)$. In the proof, we also apply a weaker version with (A.23) replaced by

$$\frac{1}{T} \int_0^T \mathbb{1}_{W(\epsilon)} dt \geq 1 - \epsilon.$$  \hfill (A.24)

(Recall $W(\epsilon)$ in (A.13).) Note that (A.23) trivially holds when $r(G) = 1$.

For the game $\Gamma$ in Theorem 3.1, we let $r(\Gamma) = \eta + 1 > 1$ and assume that the induction hypothesis above is true for all games $G$ with $r(G) \leq \eta$. We
pick a node \( \tilde{n} \) in \( L(\Gamma) \) (defined in (A.18)) and suppose that player \( i \) plays at node \( \tilde{n} \).

**Step I** [when the dynamic in subgame \( \Gamma_{\tilde{n}} \) can be ignored due to (A.25) below]

Recall the definition of \( N_{b^i} \) for a pure quasi-strategy \( b^i \) in the second paragraph in Section 3.1.

**Lemma A.7.** Given a \( \mu \)-dynamic \( (x_t)_{t \geq 0} \) on \( \Gamma \) with \( \mu < 1/2 \), suppose that

\[
\sum_{\hat{b}^i : \bar{n} \in N_{b^i}} x_t^i(\hat{b}^i) < \mu \forall t \geq 0.
\]  

(A.25)

For the game \( \tilde{\Gamma} \) generated by Tree Operation 1 with respect to node \( \tilde{n} \), there exists a \( 4\mu \)-dynamic \( (\tilde{x}_t) \) on \( \tilde{\Gamma} \) such that for all players \( j \neq i \), \( x_t^i(\hat{b}^j) = \tilde{x}_t^i(\hat{b}^j) \)

for all \( \hat{b}^j \in \hat{B}^j \) and for all \( t \geq 0 \) (recall \( x_t^i(\hat{b}^j) \) in (A.20)); for player \( i \),

\[
|\tilde{x}_t^i(\hat{b}^j) - x_t^i(\hat{b}^j)| \leq 3\mu
\]

for all \( \hat{b}^j \in \hat{B}^j \) and for all \( t \geq 0 \). Moreover, for all players \( j \neq i \), \( \tilde{g}_t^j = q(g_t^j) \)

for all \( t \geq 0 \), and, for player \( i \), if \( \tilde{n} \notin \bar{N}_{g_t^i} \) at time \( t \), then \( \tilde{g}_t^i = g_t^i \).

**Proof.** First, note that \( \tilde{B}^i \) in \( \tilde{\Gamma} \) is a subset of \( B^i \) in \( \Gamma \).

We define an ancillary process \( (z_t^i)_{t \geq 0} \) on \( G \) with the property that \( z_0^i = x_0^i \) and \( \dot{z}^i = \tilde{g}^i - z^i \), where the function \( \tilde{g}_t^i := g_t^i \) when \( \tilde{n} \notin \bar{N}_{g_t^i} \) and \( \tilde{g}_t^i \) is arbitrarily defined in \( \tilde{B}^i \) when \( \tilde{n} \in \bar{N}_{g_t^i} \). We show from the following observation that, in any such process \( (z_t^i)_{t \geq 0} \), for any \( t \geq 0 \),

\[
|\tilde{x}_t^i(\hat{b}^j) - z_t^i(\hat{b}^j)| \leq \mu
\]  

(A.26)

for all \( \hat{b}^j \in \tilde{B}^j \subseteq B^j \).

If for a period of time \([t_1, t_2]\) whenever \( \tilde{g}_t^i \neq g_t^i \), we let \( \tilde{g}_t^i \) be the same, say, that \( \tilde{g}_t^i \), is some \( \hat{b}^i \in \tilde{B}^i \) for all time \( t \) in \([t_1, t_2]\) when \( \tilde{g}_t^i \neq g_t^i \). If we further assume that \( z_{t_1}(\hat{b}^i) = x_{t_1}(\hat{b}^i) \), then \( z_{t_1}(\hat{b}^i) > x_{t_1}(\hat{b}^i) \). We may further infer that \( z_t(\hat{b}^i) \geq x_t(\hat{b}^i) \) for all \( \hat{b}^i \in \hat{B}^i \) and all \( t \geq 0 \). Hence we reach (A.26).

At \( t = 0 \), for all players \( j \neq i \), we let \( \tilde{x}_0^i(\hat{b}^j) = x_0^i(\hat{b}^j) \) for all \( \hat{b}^j \in \hat{B}^j \), and, for player \( i \), we normalize \( x_t^i \) in \( \tilde{X}^i \) in such a way that

\[
\forall \hat{b}^i \in \tilde{B}^i, \tilde{x}_0^i(\hat{b}^i) = \frac{x_0^i(\hat{b}^i)}{\sum_{\hat{b}^i \in \tilde{B}^i} x_0^i(\hat{b}^i)}.
\]

Then,

\[
\tilde{x}_0^i(\hat{b}^i) < \frac{x_0^i(\hat{b}^i)}{1 - \mu} < (1 + 2\mu)x_0^i(\hat{b}^i) \forall \hat{b}^i \in \tilde{B}^i.
\]  

(A.27)
If in \((x_t)_{t \geq 0}, \tilde{n} \notin N_{g_t}\) for all time \(t \geq 0\), then the desired conclusion trivially holds. For the general case, consider the ancillary process \((z_t^l)_{t}\) above, and from (A.26) and (A.27) we can always set a 4\(\mu\)-dynamic \((\tilde{x}_t)\), such that for each player \(j \neq i\), \(\tilde{y}_t^j = q(g_t^j)\) for all \(t > 0\). Thus, we are allowed to set \(\tilde{x}_t^i\) such that \(|x_t^i(b^i) - \tilde{x}_t^i(b^i)| \leq 3\mu\) for all \(b^i\) in \(\tilde{B}^i\) and for all \(t > 0\).

**Lemma A.8.** Given the game \(\Gamma\) and \(\epsilon > 0\), there exists \(\mu > 0\) and \(T > 0\) with the following property. For any interior \(\mu\)-dynamic in \(\Gamma\) with the property (A.25) for some node \(\tilde{n}\) in \(L(\Gamma)\), (A.16) holds for all \(T \geq T\) in the \(\mu\)-dynamic.

**Proof.** Take \(\epsilon_T\) that satisfies Conditions 1-3 in Theorem A.6. We denote \(\min\{\epsilon/4, \epsilon_T\}\) by \(\epsilon_1\). Since \(|N_d(\tilde{\Gamma})| < |N_d(\Gamma)|\), we apply the induction hypothesis on \(\tilde{\Gamma}\) and obtain \(\mu_\tilde{\Gamma}(\epsilon_1) < \epsilon_1\). Consider any positive \(\mu \leq \mu_\tilde{\Gamma}(\epsilon_1)/4\). By (A.24) in the induction hypothesis with respect to a 4\(\mu\)-dynamic in \(\tilde{\Gamma}\) and Lemma A.7, we can find \(T_\tilde{\Gamma}(\epsilon_1)\) such that in the interior \(\mu\)-dynamic in \(\Gamma\)

\[
\frac{1}{T} \int_0^T 1_{W(\epsilon_1+3\mu)} dt > 1 - \epsilon_1
\]

for all \(T \geq T_\tilde{\Gamma}(\epsilon_1)\). Note \(\epsilon_1 + 3\mu < \epsilon\). Theorem A.6 completes the proof. \(\square\)

**Step II** [when \(\tilde{n}\) can be viewed as a terminal node due to (A.28) and (A.29)]

Recall that node \(\tilde{n}\) that we picked in \(\Gamma\) is played by player \(i\) and the game \(\tilde{\Gamma}\) is obtained by Tree Operation 2. (We can tell from the context whether \(\tilde{n}\) refers to the decision node in \(\Gamma\) or the terminal node in \(\tilde{\Gamma}\).) We define a function \(\tilde{q} : \tilde{X} \rightarrow \tilde{X}\) with the property that if \(\tilde{q}(x) = \tilde{x} \in \tilde{X}\), then \(x(n_1, n_2) = \tilde{x}(n_1, n_2)\) for all edges \((n_1, n_2)\) in both \(\Gamma\) and \(\tilde{\Gamma}\) when \(x(n_1, n_2)\) is defined in \(\Gamma\). (When we say \(x(n_1, n_2)\) is defined, we mean that there exists a pure quasi-strategy \(\tilde{b}^{x(n_1)}\) such that \(x^{\tilde{b}^{x(n_1)}}(n_1, n_2) > 0\) and \(n_1 \in N_{\tilde{b}^{x(n_1)}}\). See Section 3.1 for more details.) Thus, \(\tilde{q}(x)\) is the canonical projection of the mixed quasi-strategy profile \(x\) in \(\tilde{\Gamma}\). Moreover, \(\tilde{x}(n, n_1) = \tilde{x}(n, n_2) = 0\), if \(\tilde{x}(n, n_1)\) and \(\tilde{x}(n, n_2)\) are defined, where \(n_1\) and \(n_2\) are the terminal nodes denoted in step (a) in Tree Operation 2.

Lemmata A.9, A.10, and A.11 show under what condition \(BR^l(x) \subseteq BR^l(\tilde{x} | \mu)\) for a player \(l \neq i\), if \(\tilde{x} \in \tilde{q}(x)\).

Recall the constant \(\delta\) defined for \(\Gamma\) in (3.3). Denote the player who plays at node \(\tilde{n}\) by player \(j\).

**Lemma A.9.** Given a mixed quasi-strategy profile \(x\) in \(\Gamma\) and a positive number \(\mu\), we suppose that there exists a node \(\tilde{n} \in L(\Gamma)\) with \(\tilde{n}'\) as defined in
(A.21) and the property

\[ 0 < \sum_{n \in \psi^{-1}(\tilde{n}) \setminus \{\tilde{n}'\}} \sum_{b' : \tilde{n} \in \tilde{N}_b, b(\tilde{n}) = n} x'(b') \leq \frac{\mu^4}{4} \]  

(A.28)

\[ \frac{\mu^2}{\delta} \leq \sum_{b' : \tilde{n} \in \tilde{N}_b} x'(b') < 1. \]  

(A.29)

We denote in game \( \bar{\Gamma} \) (obtained by Tree Operation 2 with respect to node \( \tilde{n} \)) a mixed quasi-strategy profile \( \bar{x} := \hat{q}(x) \). Consider any \( g^j \in BR^j(x[\mu^4/4]) \) in \( \Gamma \) and \( \bar{g}^j \in BR^j(\bar{x}) \) in \( \bar{\Gamma} \). The following two conditions cannot hold at the same time.

1. In \( \bar{\Gamma} \), there are two subplays \((n_1^1, n_2^1, \ldots, n_{k_1}^1)\) and \((n_2^2, n_3^2, \ldots, n_{k_2}^2)\) with \( n_1^1 = \tilde{n} \neq n_2^2 \), \( n_2^2 \in \tilde{N}_i(\bar{\Gamma}) \) and \( n_1^1 = n_2^2 \). All decision nodes in these two subplays in \( \bar{\Gamma} \) are played by player \( j \). (Recall that player \( j \) plays at node \( \tilde{n} \).)

2. For \( i = 1 \) or \( 2 \), \( n_i^l \in \tilde{N}_g^j \) and \( g^j(n_i^l) = n_i^{l+1} \) for all \( l < k_1 \); \( n_i^{3-l} \in \tilde{N}_{\bar{g}}^j \) and \( \bar{g}^j(n_i^{3-l}) = n_i^{3-l+1} \) for all \( l < k_3-l \).

**Proof.** It follows from (A.28) and (A.29) that the local behaviour strategy of player \( i \) at node \( \tilde{n} \) in \( \Gamma \) satisfies

\[ x'(\tilde{n}, \tilde{n}') \geq \frac{\mu^2 - \mu^4}{\delta} > 1 - \delta \]  

for all \( x' \in x[\mu^4/4] \). We complete the proof by the definition of \( \delta \) in (3.3).

Recall that the decision node \( \tilde{n} \) is played by player \( i \) in \( \Gamma \). Note that \( \bar{B}^l = B^l \) for all \( l \neq i \).

**Lemma A.10.** Given any \( x \) in \( X \) in \( \Gamma \), we obtain \( \bar{x} := \hat{q}(x) \) in \( \bar{\Gamma} \). For any player \( l \neq i \), we consider a best reply \( g^j \in BR^j(x) \) and \( \bar{g}^j \in BR^j(\bar{x}) \) in two games \( \Gamma \) and \( \bar{\Gamma} \), respectively. If \( g^j \neq \bar{g}^j \), then there is a node \( n^l \) such that \( n^l \in \tilde{N}_g^j \cap \tilde{N}_{\bar{g}}^j \), and, for all \( n \in \Psi^{-1}(n^l) \cap \Lambda^l \), \( n \notin \tilde{N}_g^j \cap \tilde{N}_{\bar{g}}^j \). For any \( x \), we can always find a pair \((g^l, \bar{g}^l)\) such that, if \( g^l \neq \bar{g}^l \), then there is at most one such node \( n^l \) and

\[ \Psi^{-1}(n^l) \ni \tilde{n} \]  

(A.30)

in \( \bar{\Gamma} \).

**Remark:** A node \( n^l \) is where \( g^l \) and \( \bar{g}^l \) are deviating from each other.
Lemma A.11. We continue with the setting in Lemma A.10 and assume that only one node \( n' \) exists with property (A.30). We define a set \( \hat{N} \) with the property \( \hat{N} \subseteq (\Psi^{-1}(n') \cap \Lambda^{-1}) \), and for each \( \hat{n} \in \hat{N} \) all nodes \( n \) in \( \Psi(\hat{n}) \cap \Psi^{-1}(n') \) are in \( \Lambda' \).

If \( \hat{N} \neq \emptyset \) and both (A.28) and (A.29) hold, then there exist a \( \tilde{\varepsilon} \in \bar{x}[\mu^2/4] \) and a \( \bar{g}'(\tilde{\varepsilon}) \in BR_1(\tilde{\varepsilon}) \) such that \( \bar{g}'(\tilde{\varepsilon}) = g' \).

Remark: \( \hat{N} \) is the subset in \( \Psi^{-1}(n') \) that contains all first nodes not played by player \( l \) after \( n' \). For any two nodes \( n^1, n^2 \in \hat{N}, n^1 \notin \Psi(n^2) \cup \Psi^{-1}(n^2) \).

Proof. First, note that one and only one of the following statements is true:

\[
g'(n^l) \in \Psi(\bar{n}) \cap \{\bar{n}\} \text{ and } \bar{g}'(n^l) \notin \Psi(\bar{n}) \quad (A.31)
\]

or

\[
\bar{g}'(n^l) \in \Psi(\bar{n}) \cap \{\bar{n}\} \text{ and } g'(n^l) \notin \Psi(\bar{n}). \quad (A.32)
\]

We first assume that (A.31) holds, and we generate \( \tilde{\varepsilon} \in \bar{x}[\mu^2/4] \) as follows. For the local behavior strategy at every node \( n \in N_d(\bar{\Gamma}) \setminus \hat{N}, \) we let \( \tilde{\varepsilon}(n, n') = \bar{x}(n, n') \) whenever \( \bar{x}(n, n') \) is defined in \( \bar{\Gamma} \).

If \( \hat{N} \cap \Psi(\bar{n}) \neq \emptyset, \) then from the remark above there is only one node \( \hat{n} \) in \( \hat{N} \cap \Psi(\bar{n}), \) and we let \( \tilde{\varepsilon}(\hat{n}, \hat{n}_2) = \mu^2/4, \) where \( \hat{n}_2 \) is defined in step (a) in Tree Operation 2; \( \tilde{\varepsilon}(\hat{n}, \hat{n}') = (1 - \mu^2/4)\bar{x}(\hat{n}, \hat{n}') \) for all nodes \( \hat{n}' \) in \( \psi^{-1}(\hat{n}) \setminus \{\hat{n}_2\} \).

For every node \( \hat{n} \) in \( \hat{N} \setminus \Psi(\bar{n}), \) we let \( \tilde{\varepsilon}(\hat{n}, \hat{n}_1) = \mu^2/4, \) where \( \hat{n}_1 \) is defined in step (a) in Tree Operation 2; \( \tilde{\varepsilon}(\hat{n}, \hat{n}') = (1 - \mu^2/4)\bar{x}(\hat{n}, \hat{n}') \) for all nodes \( \hat{n}' \) in \( \psi^{-1}(\hat{n}) \setminus \{\hat{n}_1\} \).

If (A.32) holds, we apply a similar process to obtain \( \tilde{\varepsilon} \) but with \( \hat{n}_1 \) and \( \hat{n}_2 \) swapped.

We can check that there exists \( \tilde{\varepsilon} \) such that \( \tilde{\varepsilon} \in \bar{x}[\mu^2/4] \) and \( \bar{g}'(\tilde{\varepsilon}) = g'. \) \( \square \)

Lemma A.12. Given a \( \mu^4/4 \)-dynamic \( (x_t)_{t \geq 0} \) on \( \Gamma, \) we suppose that (A.28) and (A.29) hold at all \( t \geq 0. \) Then there exists a \( \mu^2/2 \)-dynamic \( (\bar{x}_t)_{t \geq 0} \) in \( \bar{\Gamma} \) (obtained by Tree Operation 2) with the property

\[
\bar{x}_t = \bar{q}(x_t). \quad (A.33)
\]
at all \( t \geq 0. \)
Proof. We define a $\mu^2/2$-dynamic $(\bar{x}_t)_{t \geq 0}$ on $\bar{\Gamma}$ with the following propositions. Recall the step (a) in Tree Operation 2. For any decision node $n$ in $\bar{\Gamma}$, we denote $S^1_n := \{ b \in B^\lambda(n) : n \in \bar{N}_b, \; b(n) = n_1 \}$ and $S^2_n := \{ b \in B^\lambda(n) : n \in \bar{N}_b, \; b(n) = n_2 \}$. We require that (A.33) holds at time $t = 0$. Therefore, for each decision node $n$ in $\bar{\Gamma}$ and the associated two terminal nodes $n_1, n_2 \in \psi^{-1}(n)$, it follows that

$$\sum_{b \in S^1_n} \bar{x}_0^\lambda(n)(b) = \sum_{b \in S^2_n} \bar{x}_0^\lambda(n)(b) = 0.$$ 

From the propositions of node $n_1$ and $n_2$ and the definition of $\mu$-dynamics, we know that

$$\sum_{b \in S^1_n} \bar{x}_t^\lambda(n)(b) = \sum_{b \in S^2_n} \bar{x}_t^\lambda(n)(b) = 0$$

for all $t \geq 0$. We show below that there exists such a $\mu^2/2$-dynamic $(\bar{x}_t)_{t \geq 0}$ on $\bar{\Gamma}$ that satisfies (A.33) for all $t \geq 0$.

When $\bar{x} = \bar{q}(x_t)$, it is straightforward to see that $BR_i^l(x_t[\mu^4/4])$ in $\Gamma$ a subset of $BR_i^l(\bar{x}[\mu^4/4])$, where player $i$ moves at the node $\bar{n}$ in $\bar{\Gamma}$. Recall that player $j$ moves at node $\bar{n}$. For a player $l = j$ and with $\bar{N} \neq \emptyset$ (defined in Lemma A.11), or a player $l$ with $l \neq j$ and $l \neq i$, which induces $\bar{N} \neq \emptyset$, we can always adjust $\bar{x}(n, n_1)$ and $\bar{x}(n, n_2)$ in some local behavior strategies as shown in the proof of Lemma A.11, and make $BR_i^l(x_t[\mu^4/4])$ in $\Gamma$ a subset of $BR_i^l(\bar{x}[\mu^2/2])$ in $\bar{\Gamma}$. (The final adjustment consists of two parts: the adjustment shown in Lemma A.11 and imitation of $\bar{x}_t$ to the $x \in x_t[\mu^4/4]$.)

Note that if player $l = j$ and $\bar{N} = \emptyset$, then we cannot adjust in that way to make $BR_i^l(x_t[\mu^4/4]) \subseteq BR_i^l(\bar{x}[\mu^2/2])$, since player $j$’s best response cannot include a move to her worst payoff. However, $\bar{N} = \emptyset$ leads to Condition 1 in Lemma A.9, and it follows that any $g_i^l \in BR_i^l(x_t[\mu^4/4])$ is also a best reply to some $\bar{x}^t \in \bar{q}(x_t)[\mu^4/4]$ in $\bar{\Gamma}$. That completes the proof. \hfill \Box

Lemma A.13. Given the game $\Gamma$ and $\epsilon > 0$, there exist $\bar{\mu}$ with $0 < \bar{\mu} < \epsilon$ and $\bar{T} > 0$ with the following property. For any interior $\mu^4/4$-dynamic $(x_t)_t$ in $\Gamma$ with $\mu < \bar{\mu}$ and the properties (A.28) and (A.29) at some node $\bar{n} \in L(\Gamma)$ for all $t \geq 0$, (A.16) holds for all $T \geq \bar{T}$.

Proof. Take $\epsilon_\Gamma$ that satisfies Conditions 1-3 in Theorem A.6. We denote $\min\{\epsilon/2, \epsilon_\Gamma\}$ by $\epsilon_2$. Since $|N_d(\Gamma)| < |N_d(\tilde{\Gamma})|$, we apply the induction hypothesis on $\tilde{\Gamma}$ and obtain $\mu_\Gamma(\epsilon_2) < \epsilon_2$. Take $\bar{\mu} := (2\mu_\Gamma(\epsilon_2))^{1/2}$, and consider any $\mu < \bar{\mu}$. Note that for the dynamic $(x_t)_t$ with the properties (A.28) and (A.29) and the associated dynamic $(\bar{x}_t)_t$ studied in Lemma A.12, if $\rho_t(h) = p$ in $(\bar{x}_t)_t$ for the play $\bar{h}$ up to the terminal node $\bar{n}$ in $\bar{\Gamma}$, then, for $(x_t)_t$, $\rho_t(h) \geq p(1 - \mu^2/4)$ for the play $h = \bar{h} \cup \{\bar{n}'\}$ in $\Gamma$. By (A.24) in
the induction hypothesis with respect to a $\mu^2/2$-dynamic in $\tilde{\Gamma}$ and Lemma A.12, we can find $T_{\tilde{\Gamma}}(\epsilon_2)$ such that for any interior $\mu^2/4$-dynamic in $\Gamma$

$$\frac{1}{T} \int_0^T 1_{W(\epsilon_2,\mu^2/4)}dt > 1 - \epsilon_2$$

for all $T > T_{\tilde{\Gamma}}(\epsilon_2)$. From $\mu^2/4 < \mu_{\tilde{\Gamma}}(\epsilon_2)/2 < \epsilon_2/2 < \epsilon/4$, it follows that

$$\frac{1}{T} \int_0^T 1_{W(\epsilon)}dt > 1 - \epsilon/2.$$ 

Theorem A.6 completes the proof. 

\[
\text{Step 3: [Find a small \( \mu \).]}
\]
We first give a corollary from Lemmata A.8 and A.13.

**Corollary A.14.** Given the game $\Gamma$ and $\epsilon > 0$, there exists $\hat{\mu}$ with $0 < \hat{\mu} < \epsilon$ and $\hat{T} > 0$ with the following property. For any interior $\mu^4/4$-dynamic $(x_t)_t$ in $\Gamma$ with $\mu < \hat{\mu}$, any initial state $x_0$, and either of the two conditions below at some node $\tilde{n} \in L(\Gamma)$ for all $t \geq 0$,

1. (A.25)
2. the conjunction of (A.28) and (A.29),

it follows that

$$\int_0^T 1_{\{t: x_t \in NE[\epsilon]\}}dt \geq T(1 - \epsilon) \quad (A.34)$$

for all $T \geq \hat{T}$.

**Proof of Theorem 4.2.** Recall $\tilde{n} \in L(\Gamma)$, and two associated games $\tilde{\Gamma}$ and $\bar{\Gamma}$ defined by Tree Operation 1 and Tree Operation 2, respectively. Recall that in $\Gamma$ node $\tilde{n}$ is played by player $i$. We first note that for any interior approximate best-response dynamic $(x_t)_t$ on $\Gamma$, for any possible best reply $g_t$ of player $i$ at any time $t$, if $\tilde{n} \in \tilde{N}_i$, then $g_t(\tilde{n})$ must be $\tilde{n}'$. Therefore, for any $c > 0$, there exists a time $\bar{t}$ such that

$$\forall t \geq \bar{t}, \sum_{n \in \psi^{-1}(\tilde{n}) \setminus \{\tilde{n}'\}} \sum_{b: \tilde{n} \in \tilde{N}_i, b(\tilde{n}) = n} x^i_t(b) \leq c \quad (A.35)$$

for all approximate best-response dynamics $(x_t)_t$.

We take $\mu$ under the following constraints:
1. \( \mu < \delta/2; \)  

2. \( \hat{T} < \ln \delta - \ln(2\mu), \)  

where \( \hat{T} \) is defined in Corollary A.14;  

3. \( \mu < \hat{\mu} \) in Corollary A.14.

We consider any interior \( \mu^4/4 \)-dynamic \((x_t)_t\) with the \( \mu \) taken under the above constraints, and then transform the original dynamic to a dynamic \((z_t)_t\) with \( z_t = x_{t+\bar{t}} \) where (A.35) holds with \( c \) replaced by \( \mu^4/4 \) for all \( t \geq \bar{t} \).

We define a sequence of times \((t_k)_{k\geq0}\) with \( t_0 = 0 \) such that for any \( t \geq 0 \)

\[
t_{2k+1} = \min \left\{ t \geq t_{2k} : \sum_{b' \in \bar{N}_\mu} z_i^t(b') \geq \mu \right\}
\]

and

\[
t_{2k+2} = \min \left\{ t \geq t_{2k+1} : \sum_{b' \in \bar{N}_\mu} z_i^t(b') < \frac{\mu^2}{\delta} \right\}.
\]

Note that it is possible that there exists a natural number \( l \) such that \( t_k = +\infty \) for all \( k \geq l \). During \([t_{2k+1}, t_{2k+2})\) for any \( k \geq 0 \), we can apply conditions (A.28) and (A.29) of Corollary A.14. From (A.36), it follows that \( \mu/2 > \mu^2/\delta \).

From (3.8), we may further infer that

\[
t_{2k+2} - t_{2k+1} > \min \left\{ t > t_{2k+1} : \sum_{b' \in \bar{N}_\mu} z_i^t(b') = \frac{\mu}{2} \right\}
\]

\[
- \min \left\{ t > t_{2k+1} : \sum_{b' \in \bar{N}_\mu} z_i^t(b') = \frac{\mu^2}{\delta} \right\}
\]

\[
> \ln \frac{\delta}{\mu^2} - \ln \frac{2}{\mu}
\]

\[
= \ln \delta - \ln(2\mu).
\]

From the definition of \( t_{2k+1} \), it follows that, for any \( t \) with \( t_{2k} \leq t < t_{2k+1} \),

\[
\sum_{b' \in \bar{N}_\mu} z_i^t(b') < \mu.
\]
We can then apply condition (A.25) of Corollary A.14 for any \([t_{2k}, t_{2k+1})\) with \(k \geq 0\). Recall (A.37), and we may then infer from Corollary A.14 that, during \([t_{2k+1}, t_{2k+2})\) for any \(k \geq 0\),

\[
\frac{1}{t_{2k+2} - t_{2k+1}} \int_{2k+1}^{2k+2} 1_{\{z_t \in NE[\epsilon]\}} dt > 1 - \epsilon.
\]

Moreover, by Corollary A.14, we can see from (A.38) and (A.37) that during \((t_{2k}, t_{2k+3})\) for any \(k \geq 0\),

\[
\frac{1}{t_{2k+3} - t_{2k}} \int_{2k}^{2k+3} 1_{\{z_t \notin NE[\epsilon]\}} dt < \frac{3\hat{T}\epsilon}{t_{2k+2} - t_{2k+1}} < 3\epsilon.
\]

Therefore, in the original \(\mu^4/4\)-dynamic \((x_t)_t\),

\[
\frac{1}{T} \int_{\bar{t}}^{\bar{t}+T} 1_{\{x_t \in NE[\epsilon]\}} dt \geq 1 - 3\epsilon
\]

for all \(T \geq 2\bar{T}\). We finally let \(\mu(4\epsilon) := \mu^2/4\) and \(T(4\epsilon) := \bar{t}/\epsilon + 2\bar{T}\). It follows that for any \(\mu(4\epsilon)\)-dynamic on \(\Gamma\) with any initial state

\[
\frac{1}{T} \int_{0}^{T} 1_{\{x_t \in NE[4\epsilon]\}} dt \geq 1 - 4\epsilon
\]

for all \(T \geq T(4\epsilon)\). We have thus shown that the induction hypothesis can also be applied to game \(\Gamma\), and indeed to all generic extensive-form games of perfect information with \(\eta + 1\) decision nodes (without chance nodes).

\[\square\]

### A.6 Proofs in Section 5

**Proof of Theorem 5.1.** We prove it by induction on the number of non-terminal nodes, with the following induction hypothesis. Denote by \(|N_d(G)|\) the number of non-terminal nodes in the game \(G\).

**Induction hypothesis:** Given a natural number \(\eta \geq 1\) and any finite generic extensive-form game \(G\) of perfect information with \(|N_d(G)| = \eta\), for every \(\epsilon > 0\) there exist a number \(\mu_G(\epsilon)\) with \(0 < \mu_G(\epsilon) < \epsilon\) and a number \(T_G(\epsilon) > 0\) such that for every interior \(\mu_G(\epsilon)\)-dynamic \((x_t)_t\) on \(G\) with any initial state \(x_0\)

\[x_t \in BIE[\epsilon]\]  \hspace{1cm} (A.40)

for all \(t \geq T_G(\epsilon)\). Note that this assumption trivially holds when \(|N_d(G)| = 1\).

We prove Theorem 5.1 for the game \(\Gamma\) with \(|N_d(\Gamma)| = \eta + 1 > 1\) under the assumption that the induction hypothesis above is true for all games \(G\).
with $|N_d(G)| = \eta$. We pick a node $\tilde{n}$ in $L(\Gamma)$. (Recall the definition of $L(\Gamma)$ in (A.18).) If $\tilde{n}$ is a chance node, then by the generic assumption, the desired result trivially holds. Given $\mu > 0$, we can see that there exists a time $t_0$ such that, for any interior $\mu$-dynamic $(x_t)_t$, both (A.28) and (A.29) hold for all times $t \geq t_0$.

We obtain the game $\tilde{\Gamma}$ by Tree Operation 2 in Section A.4, and a $\mu_{\tilde{\Gamma}}(\epsilon/2) < \epsilon/2$. Take $\tilde{\mu} := (2 \mu_{\tilde{\Gamma}}(\epsilon/2))^{1/2}$, and consider any $\mu < \tilde{\mu}$. Note that the backward-induction equilibrium path in $\tilde{\Gamma}$ is included in the backward-induction equilibrium path in $\Gamma$. By (A.40) in the induction hypothesis with respect to a $\mu^2/2$-dynamic in $\Gamma$ and Lemma A.13, we can find $T_{\Gamma}(\epsilon/2)$ such that for any $\mu^4/4$-dynamic $(x_t)_t$ in $\Gamma$

$$x_t \in BIE[\epsilon/2 + \mu^2/4]$$

for all $t > T_{\tilde{\Gamma}}(\epsilon/2) + t_0$. Note $\mu^2/4 < \mu_{\tilde{\Gamma}}(\epsilon/2)/2 < \epsilon/4$, and we have completed the proof.

**Proof of Theorem 5.2.** We prove it by induction on the number of non-terminal nodes, with the following induction hypothesis. Denote by $|N_d(G)|$ the number of non-terminal nodes in the game $G$.

**Induction hypothesis:** Given a natural number $\eta \geq 1$ and any finite generic extensive-form game $G$ of perfect information with $|N_d(G)| = \eta$ and $\epsilon' > 0$, there exists a number $T_G(\epsilon') > 0$ such that for any initial state $x_0$ and any $\mu$ with $0 < \mu < \epsilon'$, there exists a $\mu$-dynamic $(x_t)_t$ on $G$ with the property

$$x_t \in BIE[\epsilon']$$

(A.41)

for all $t > T_G(\epsilon')$. Note that the above assumption trivially holds when $|N_d(G)| = 1$.

We prove Theorem 5.2 for the game $\Gamma$ with $|N_d(\Gamma)| = \eta + 1 > 1$ under the assumption that the induction hypothesis above is true for all games $G$ with $|N_d(G)| = \eta$. We take the last non-terminal node in a backward-induction equilibrium path as $\tilde{n}$, and so $\tilde{n} \in L(\Gamma) \cap h_{BC}$, where $h_{BC}$ denotes a backward-induction equilibrium path. If $\tilde{n}$ is a chance node, then by the generic assumption, the desired result trivially holds.

Given $\mu > 0$, we can see that there exists a time $t_0$ such that, for any $\mu/2$-dynamic $(x_t)_t$, (A.28) holds for all $t \geq t_0$.

We apply the function $\hat{q}$ defined at the start of Step 2 in the proof of Theorem 4.2, and let $\bar{x}_0 = q(x_{t_0})$. We obtain the game $\tilde{\Gamma}$ by Tree Operation 2 with respect to $\tilde{n}$. We apply the induction hypothesis on $\tilde{\Gamma}$ with respect to
\( \epsilon' = \epsilon/2 \) and obtain \( T^\Gamma(\epsilon/2) \) and a \( \mu/2 \)-dynamic \( (\bar{x}_t)_t \) with initial state \( \bar{x}_0 \) and property (A.41). For all players \( i \) and all \( t \geq t_0 \), we can simply let \( g_{t+t_0} = g_t \), and we find \( x_{t+t_0} \in x_t[\mu^4/4] \) and \( g_{t+t_0} \in BR(x[\mu]) \). Therefore, \( (x_t)_{t\geq t_0} \) is a \( \mu \)-dynamic. From (A.41), we then infer that

\[
x_t \in BIE[\epsilon]
\]

for all \( t > t_0 + T^\Gamma(\epsilon/2) \). \qed
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